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Abstract

(Mathematical) Physics: Construct a (mathematical) model to explain known facts and
make new predictions. The tools of the trade are mathematical methods.
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1 Review of Vectors

1.1 Physics Terminology

Scalar : quantity specified by a single number;

Vector : quantity specified by a number (magnitude) and a direction;

e.g. speed is a scalar, velocity is a vector

1.2 Geometrical Approach

A vector is represented by a ‘directed line segment’ with a length and direction proportional
to the magnitude and direction of the vector (in appropriate units). A vector can be con-
sidered as a class of equivalent directed line segments e.g.

Q S

Both displacements from P to Q and from R to S are represented
by the same vector. Also, different quantities can be represented
by the same vector e.g. a displacement of a cm, or a velocity of a

ms~! or ..., where a is the magnitude or length of vector a

sV
|

P R

Notation: Textbooks often denote vectors by boldface: a but here we use underline: a

(or sometimes @ ). (Alternatively we can write PQ = P—Cj — RS = RS .) Denote a vector
by a and its magnitude by |a| or a. Always underline a vector to distinguish it from its
magnitude. A unit vector is often, but not always, denoted by a hat @ = a / a and represents
a direction. n is usually taken to be a unit vector (without a hat).

Addition of vectors — parallelogram law

+a (commutative) ;
+(b+c¢) (associative) .

o 1o
|
| IS

Multiplication by scalars

A vector a may be multiplied by a scalar o to give a new vector aa, e.g.

Q/ aa (fora>0) (fora < 0)

Also, for scalars «, 3 and vectors a and b

jaal = lallal
ala+b) = aa+ab (distributive)
a(fa) = (af)a (associative)

(a+PB)a = aa+fa.

1



1.3 Scalar or dot product

The scalar product (also known as the dot product) between two vectors is defined to be

a-b=abcost, where 0 is the angle between a and b

fex

9 a-bis a scalar — 7.e. a single number.

a
Notes on scalar product

(1) a-b=">b-a (commutative); a-(b+c)=a-b+a-c  (distributive)
(it) n-a=acosf = the scalar projection of a onto n, where n is a unit vector
(ii@) (n-a)n =acosfn = the vector projection of a onto n

(iv) A vector may be resolved with respect to some direction n into a parallel component
a = (n - a)n and a perpendicular component a, =a—a. You should check that
a -n=20

(v) | a-a=|a which defines the magnitude |a| of a vector. For a unit vector a-a = 1

1.4 The vector or ‘cross’ product

axb = absin® n , where n is in the ‘right-hand screw direction’

i.e. m is a unit vector normal to the plane of a and b, in the direction of a right-handed
screw for rotation of a to b (through < 7 radians).

a x bis a vector — u.e. it has a direction and a length.

It is also called the wedge product — and in this case denoted by a A b.]

Notes on vector product

(i) axb=—-bxa (not commutative)

(it) a x b =0 if a,b are parallel



(i) ax(b+ec)=axbtaxc

(w) ax(ab) =aaxb

1.5 The Scalar Triple Product

The scalar triple product is defined as follows

Notes

(i) If a, b and c are three concurrent edges of a parallelepiped, the volume is (a, b, c).
To see this, note that:

area of the base = area of parallelogram OBDC

b

= bcsind = |b x|

height = acos¢=n-a

volume = area of base x height

= besinfn-a

= a-(bx¢)

(i) If we choose ¢, a to define the base then a similar calculation gives volume = b- (¢ x a)

We deduce the following symmetry /antisymmetry properties:

70) = (ba G a) = (Caa>b) = _(979@ = _<b7a7c) = _(Cvév a)

Git) | 2
"V =(a,b,¢) = 0, and vice-versa.

1.6 The Vector Triple Product

There are several ways of combining 3 vectors to form a new vector.
e.g. a x (bxc); (axb)xc,etc. Note carefully that brackets are important, since the cross
product is not associative

ax(bxe) # (axb)xc.

Expressions involving two (or more) vector products can be simplified by using the identity

ax(bxc) = (a-c)b—(a-b)c

This is a result you must know — memorise it! This is sometimes known as the ‘bac-cab
rule’, but you must write the vectors in front of the scalar products to see this: a x (b x ¢) =
b(a-c)—cla-b)



To show this, first note that bx cis L to the (b, ¢) plane. Now a x (bx c)
is L to b x ¢, so it must lie in this plane. Hence we can write

bxc
ax(bxc)=08b+~vc T

with 3, 7 scalars which must be linear in a & ¢, a & b respectively. Taking
the scalar product with a gives a- (a x (b x ¢)) =0=f(a-b) +~(a-c),

and from this we can write 3 = a(a-¢), v = —a(a - b) for some constant C
a, to give -
ax(bxc)=al(a cb-(a-bd]
The constant may be determined by considering the particular case when Q

cllaandd Le(egb=be , c=ce, a=ae), togiveax(bxc)=
achb = a(ach — 0) or a = 1. (Exercise: work through this.)

1.7 Some examples in Physics

(i) Torque

The torque or couple or moment of a force about the origin is defined as 7' = r x I’ where
r is the position vector of the point where the force is acting and F is the force vector at
that point. Thus torque about the origin is a vector quantity.

The magnitude of the torque about an axis through the origin in
direction n is given by n- (r x F'). Note that this is a scalar quantity
formed by a scalar triple product

@)
(ii) Angular velocity

Consider a point in a rigid body rotating with angular velocity w: |w| is the angular speed
of rotation measured in radians per second and @ lies along the axis of rotation. Let the
position vector of the point with respect to an origin O on the axis of rotation be r.

w
You should convince yourself that the point’s velocity is v = w x
< r by checking that this gives the right direction for v; that it is

perpendicular to the plane of w and r; that the magnitude |v| =
wrsin @ = wp, where p is the radius of the circle in which the point
is travelling.

(iii) Angular momentum

Now consider the angular momentum of a particle, this is defined by L = r x (mv) where
m is the mass of the particle.

Using the above expression for v we obtain

L=mrx(wxr)=m[r?w—(r-wr]

where we have used the identity for the vector triple product. Note that only if r is perpen-
dicular to w do we obtain L = mr?w, which means that only then are L and w in the same
direction. Also note that L = 0 if w and r are parallel.

4



2 Equations of Points, Lines and Planes

2.1 Position vector

A position vector is a vector bound to some origin and gives the position of a point relative
—
to that origin. It is often denoted by r (or OPF or z).

/ The equation for a point is simply r = a where a is some vector.

O

2.2 The Equation of a Line

Suppose that P lies on a line which passes through a point A which has a position vector a
with respect to an origin O. Let P have position vector r relative to O and let u be a vector
through the origin in a direction parallel to the line.

We may write
r=a+u

which is the parametric equation of the line i.e. as we vary
the parameter A from —oo to oo, r describes all points on the
line.

Rearranging and using u x u = 0, we can also write this as
(r—a)xu =0

or

rXu=-«c

where ¢ = a X u is normal to the plane containing the line and origin.

Physical example: If angular momentum L of a particle and its velocity v are known, we
still don’t know the position exactly because the solution of L = mr x v is a line r = r,+ Av.

Notes
(é) 7 x u = cis an implicit equation for a line

(i) r x u =0 is the equation of a line through the origin.



2.3 The Equation of a Plane

n I i!
A - P r is the position vector of an arbitrary point P on the plane
A u / a is the position vector of a fixed point A in the plane
u and v are parallel to the plane but non-collinear: u xv # 0.
a r
O

—

We can express the vector AP in terms of u and v, so that:
—

r=a+AP=a+Au+ v

for some A and p. This is the parametric equation of the plane.

We define the unit normal to the plane

X

S
<

n =
- X

=
=

Since u -n = v -n = 0, we have the implicit equation
(r—a)-n=0.

Alternatively, we can write this as

(]
|3
|

where p = a - n is the perpendicular distance of the plane from the origin.
This is a very important equation which you must be able to recognise.

Note: 7 -n = 0 is the equation for a plane through the origin (with unit normal n).

2.4 Examples of Dealing with Vector Equations

Before going through some worked examples let us state two simple rules which will help
you to avoid many common mistakes

(i) Always check that the quantities on both sides of an equation are of the same type.
For example, any equation of the form wvector = scalar is clearly wrong. (The only
exception to this is when we write vector = 0 instead of 0.)

(ii) Never try to divide by a vector — there is no such operation!



Example 1: Is the following set of equations consistent?

(1)
(2)
Geometrical interpretation: the first equation is the (implicit) equation for a line whereas

the second equation is the (explicit) equation for a point. Thus the question is whether the
point is on the line. If we insert equation (2) for r into the LHS of equation (1) we find

rxb=(axexb=-bx(axc)=-a(b-c)+c(a-b) (3)
Now from (1) we have that b-c =0 (r x b) = 0 thus (3) becomes
rxb=c(a-b) (4)

so that, on comparing (1) and (4), we require

a-b=1

for the equations to be consistent.

Example 2: Solve the following set of equations for r.

XQI

(5)
(6)
Geometrical interpretation: both equations are equations for lines, e.g. (5) is for a line
parallel to a where b is normal to the plane containing the line and the origin. The problem

is to find the intersection of two lines — assuming the equations are consistent and the lines
do indeed have an intersection.

1= 13

1o
|, IS

X

Are these equations consistent? Take the scalar product of (5) with ¢, and of (6) with a:

(rxa)-c = b-c (7)
(rxc)a = d-a (8)
Using the cyclic properties of the scalar triple product, we must have b - ¢ = —d - a for

consistency.
To solve (5) and (6), we take the vector product of equation (5) with d, which gives
bxd=(rxa)xd=—-dx(rxa=-r(a-d+a(d-r)

From (6) we see that d-r =1 - (r x ¢) =0, so the solution is

- (for a-d#0)

Alternatively, we could have taken the vector product of b with equation (6) to obtain
bxd=bx(rxc)=r(b-c)—cb-r).
From equation (5), we find b -7 = 0, hence
bxd

- C

Z:

(for b-c#0)

| S

in agreement with our first solution

—~

when b-c=—d-a)



What happens when a-d = b-c = 07 In this case the above approach does not give an
expression for r. However from (8) we see a-d = 0 implies that a- (r x ¢) = 0 so that a, ¢, r
are coplanar. We can therefore write r as a linear combination of a, ¢

r=aatyc. (9)
To determine the scalar a we can take the vector product with ¢ to find

d=aaxc (10)

(because r x ¢ = d from (6) and ¢ x ¢ = 0). In order to extract o we need to convert the
vectors in (10) into scalars. We do this by taking, for example, a scalar product with b

b-d=ab-(axc)

so that
~b-d

(@, b, 0

Similarly, one can determine « by taking the vector product of (9) with a:

o =

b=ycxa

then taking a scalar product with b to obtain finally

Example 3: Solve for r the vector equation
r+er)n+2nxr+20=0 (11)
where n-n = 1.

In order to unravel this equation we can try taking scalar and vector products of the equation
with the vectors involved. However straight away we see that taking various products with
r will not help, since it will produce terms that are quadratic in r. Instead, we want to
eliminate (n-r) and (n X r) so we try taking scalar and vector products with n.

Taking the scalar product of n with both sides of equation (11) one finds
nort(neor)(n-n)+0+2n-5=0

so that, since (n-n) =1, we have
ner=-n-b (12)

Taking the vector product of n with equation (11) gives

nxr+0+2[n(n-r)—r]+2nxb=0

so that
nxr=2[n(b-n)+r]-2mxb (13)
where we have used (12). Substituting (12) and (13) into (11) one (eventually) obtains
1
r==[=3(b-n)n+4(n x b) - 2b] (14)



3 Vector Spaces and Orthonormal Bases

3.1 Review of linear vector spaces

Let V denote a linear vector space. Then vectors in V' obey the following rules for addition
and multiplication by scalars

at+b € V if
aa € V if
ala+b) = aa+ab
(@+fla = aa+pfa

The space contains a zero vector or null vector, 0, so that, for example a + (—a) = 0. We
usually omit the underline from the zero vector.

Of course as we have seen, vectors in IR® (usual 3-dimensional real space) obey these axioms.
Other simple examples are a plane through the origin which forms a two-dimensional space
and a line through the origin which forms a one-dimensional space.

3.2 Linear Independence

Let a and b be two vectors in a plane through the origin, and consider the equation

aa+ 3b=0

If this is satisfied for non-zero a and 3 then a and b are said to be linearly dependent,

, o
i.e. b=——ua.

ﬁ —_
Clearly a and b are collinear (either parallel or anti-parallel).

If this equation can be satisfied only for « = 3 = 0, then a and b are linearly independent;
they are obviously not collinear, and no A can be found such that b = Aa.

Notes

(i) If a, b are linearly independent then any vector r in the plane may be written uniquely
as a linear combination

(ii) We say a, b span the plane, or a, b form a basis for the plane.

(iii) We call (a, 5) a representation of r in the basis formed by a, b, and we say that «, (3
are the components of r in this basis.



In three dimensions three vectors are linearly dependent if we can find non-trivial «, 3, ~
(i.e. not all zero) such that

aa+ pb+yc =0

otherwise a, b, c are linearly independent (no one is a linear combination of the other two).

Notes

(i) If a, b and c are linearly independent they span IR? and form a basis, i.e. for any vector
r we can find scalars «, 3,y such that

r=aa+ Bb+yc.

(ii) The triple of numbers (c, 3,7) is the representation of r in this basis, and «, 3, v are
the components of r in this basis.

(iii) The geometrical interpretation of linear dependence in three dimensions is that

three linearly dependent vectors < three coplanar vectors

To see this, note that if ca + b+ vc = 0 then

fora#0: a-(bxc)=0 = a,b, ¢ are coplanar
=

fora=0: b is collinear with ¢ a, b, ¢ are coplanar

These ideas can be generalised to vector spaces of arbitrary dimension. For a space of
dimension n one can find at most n linearly independent vectors.

3.3 Standard orthonormal basis: Cartesian basis

A basis in which the basis vectors are orthogonal and normalised (of unit length) is called
an orthonormal basis.

You have already have encountered the idea of Cartesian coordinates in which points in
space are labelled by coordinates (z,y, z). As usual, we introduce orthonormal basis vectors
denoted by ¢, j and k£ or e,, e, and e, which point along the x, y and z-axes, respectively.
It is usually understood that the basis vectors are related by the right-hand screw rule, with
1 X j =k and so on, cyclically.

In the ‘xyz’ notation the components of a vector a are a,, a,, a., and a vector is written in

terms of the basis vectors as
a = azi+tay,j+tak or a=aze, +aye, +aze,.

Also note that in this basis the basis vectors themselves are represented by

i=e¢,=(1,0,0) j

e, =(0,1,0) k=e,=(0,0,1)
In the following we shall sometimes use the ‘xyz’ notation but very rarely the ‘ijk’ notation.

10



3.4 Introduction to Suffix or Index notation

A more systematic labelling of orthonormal basis vectors for IR® is to use €, €5 and ej5.
Instead of 7 we write e, instead of j we write e,, and instead of £ we write 3. Then, from
the definition of the scalar product in Section (1.3), we get

and €1 €y=¢€y-e3=¢e3-¢,=0 (15>

1
—_
|
—_
I
1
[N}
|
[\
I
1
w
I
w
I
—_

Similarly the components of any vector a in 3-d space are denoted by a, ay and as.

This scheme is known as the suffiz or index notation. Its great advantages over ‘xyz’ notation
are that it clearly generalises easily to any number of dimensions, and it greatly simplifies
manipulations and the verification of various identities (see later in the course).

Old Notation New Notation
k ) €. €3
- J or Ey €2
( [ €
r=xit+yj+zk r=xe,tye,tze, r=mz1e +roey+a383="T1€]+"2€y+7T3€3

Thus any vector a is written in this new notation as

3
a=aye;+azey+ageg= E a; e; .
=1

The last summation will often be abbreviated to a = Z a;e;

7

Notes

(i) The three numbers a;, ¢ = 1, 2, 3, are called the (Cartesian) components of a with
respect to the basis set {¢,}.

3 3 3
(ii) We may write a = E a e, = g aje; = E a, e, where the summed indices i, j, «
i=1 j=1 a=1
are called ‘dummy’, ‘repeated’ or ‘summation’ indices. We can choose any letter for
them.

(ili) The components a; of a vector a may be obtained using the orthonormality properties
of equation (15):
a-e;=(me; taxe,tases) e, =a

a is the projection of a in the direction of e;.

11



4

4.1

Similarly for the components a; and a3. So in general we may write

a-e; =a; orsometimes (a);

where in this equation ¢ is a ‘free’ index and may take values i = 1,2, 3. In this way
we are in fact condensing three equations into one.

In terms of these components, the scalar product is
a-b=(are; +age, +azey) (bie; +byey+bsey)

Using the orthonormality of the basis vectors (equation (15)), this becomes

3

a-b=Y  aib;

=1

In particular the magnitude of a vector is now
a=la| = /a-a=\/ai+a;+a3.

From Notes 3 and 4 above we can define direction cosines [y, I, I3 of the vector a
as the cosines of the angles between the vector and the basis axes, namely
a-e a

ll‘ECOS@i:__:—, 1=1,2,3.
a a

It follows that ,

=R+ +15=1.

i=1
If a has direction cosines [;, b has direction cosines m;, and 6 is the angle between a
and b, then

3 3
a-b= Zaibi = abZlimi = abcosb,
i=1 i=1
or

3
cosf = g Lim; .
i=1

Using Suffix Notation

Free Indices and Summation Indices

Consider, for example, the vector equation

a—(b-c)d+3n=0 (16)

12



The basis vectors are linearly independent, so this equation must hold for each component
separately
a;—(b-c)di+3n, =0 for i=1,2,3 (17)

The free index ¢ occurs once and only once in each term of the equation. In general every
term in the equation must be of the same kind, i.e. have the same free indices.

Now suppose that we want to write the scalar product that appears in the second term of
equation (17) in suffix notation. As we have seen, summation indices are ‘dummy’ indices
and can be relabelled. For example

This freedom should always be used to avoid confusion with other indices in the equation.
In this case, we avoid using ¢ as a summation index, as we have already used it as a free
index, and rewrite equation (17) as

3
ai—<2bk0k> di+3n;,=0 for i=1,23

k=1

rather than ,
a; — <Zblcl> dz—|—3’l’LZ =0 for i= 1,2,3
i=1
which would lead to great confusion and inevitably lead to mistakes when the brackets are
removed — as they will be very soon.

4.2 Handedness of Basis

In the usual Cartesian basis that we’'ve considered up to now, the basis vectors e, e,, and
es form a right-handed basis: e, X €4 = €3, €9 X €5 =€,, €53 X €] = €,.

However, we could choose e, X e, = —e4, and so on, in which case the basis is said to be
left-handed.

Right handed Left handed
€3 €9
€9 €3
[ €4

€3 = £1XEy €3 = €9Xe€
€, = €eg9Xeg €1 = E3X&
€9 €3 X €4 €y = €7 XE3
(€1, €9, €3) = 1 (€1, €9, €3) = —1

13



4.3 The Vector Product in a right-handed basis

axb = (Z aigz)x(i bj§j> = izaibj(ﬁixéj)-

Since e, X e, =€, xXey,=€3xe3=0,ande; X e, =—¢

Do
X
|
—_
Il
e
ot
[e]
~
o
=
@
5
<
[¢)

X [2 = Ql(agbg — ang) +§2(a361 — a1b3) + 23((11[)2 — agbl) (18)

|

from which we deduce that
(@ x b)1 = azbs — asb, , etc.

Notice that the right-hand side of equation (18) corresponds to the expansion of the deter-
minant

€1 €9 €3
a; G2 as
by by b3

by the first row (see the next section for some properties of determinants.)

4.4 Determinants and the scalar triple product

We may label the elements of a 3 x 3 array of numbers or matriz A by a;; (or alternatively
by A;;) where ¢ labels the row and j labels the column in which a;; appears

11 daiz2 A3
A = Q21 Ag22 A3

a31 daz2 G33
Then the determinant of the matrix A is defined as

11 daiz2 A3

Qo1 QG23
detA = 921 Q92 Q923 | =— A11

a31 Aass

Q22 Q23

-+ ais
a3z A33

— Q12
az1 ass

a21 A2 ’
a31 dasz2 G33
= CL11(CL22CL33 - Cl23a32) - G12(a21a33 - a23a31) + Cl13(a21a32 - CL22G31)

It is now easy to write down an expression for the scalar triple product

1
= a1 (bQCg — Cgbg) — ag(blcg — Clbg) + ag(blCQ — Clbg)

a; ag das
= | b1 by b3
€1 G2 C3

14



Some properties of the determinant

An alternative expression for the determinant is given by noting that

det A = a11(a22a33 - a23a32) - a12(a21@33 - a23a31) + Cl13(6l21a32 - a22a31)
= an(a22a33 - a23a32) - a21(a12a33 - CL326L13) + CL31(CL12G23 - G22G13)
ail G21 04z
= a2 G22 (32
a1z Q23 0asz3
Evidently, the rows and columns of the matrix can be interchanged or transposed without

changing the determinant. This may be written more elegantly by defining the transpose
AT of a matrix A as the matrix with elements (A”);; = a;;. Then

det A = det AT .

The symmetry properties of the determinant may be deduced from the scalar triple prod-
uct (STP) by noting that interchanging two adjacent vectors in the STP is equivalent to
interchanging two adjacent rows (or columns) of the determinant and changes its value by
a factor —1. Also adding a multiple of one row (or column) to another does not change the
value of det A.

4.5 Summary of the algebraic approach to vectors

We are now able to define vectors and the various products of vectors in an algebraic way
(as opposed to the geometrical approach of lectures 1 and 2).

A vector is represented (in some orthonormal basis €1, €4, €3) by an ordered set of 3 numbers
with certain laws of addition. For example

a is represented by (ai, as, az)
a+b isrepresented by (ai + b1, as + by, a3 + bs) .

The various ‘products’ of vectors are now defined as follows:

The Scalar Product is denoted by a - b and defined as

a-a = a® defines the magnitude a of the vector.

The Vector Product is denoted by a x b and defined in a right-handed basis as

€1 €9 E3
axb=|a ay a3
by by b3
The Scalar Triple Product
ay Gas ds
(a,bc) = Y ai(bxch = | b by by
i C1 C2 C3

In all the above formula the summations imply sums over each index taking values 1, 2, 3.
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4.6 The Kronecker delta symbol ¢;;

We define the symbol §;; (pronounced “delta i j”), where i and j can take on the values
1, 2, 3, as follows

5@‘ = 1 Wheni:j
= 0 wheni#j
1.€. (511:(522:(533:1and512:513:523:...:().

The equations satisfied by the three orthonormal basis vectors e; can now be written as

€;"€; 5ij
eg. €€y = 012=0, e;-e; = on=1
Notes
(i) Since there are two free indices i and j, e, -e; = d;; is equivalent to 9 equations.

(ii) 6;; =65. We say 0;; is symmetric in its indices.

3
(iii) ) 6 = 11 + G2 + 03 = 3
=1

w

(iv) Z a;j0jr = a101 + a0k + a303k

j=1
To go further, first note that k is a free index.

If £ = 1, then only the first term on the RHS contributes and the RHS = a;. Similarly,
if k = 2 then the RHS = a5, and if k£ = 3 the RHS = a3. Hence

3
E aj(5jk = ag
Jj=1

In other words, Kronecker delta d;; picks out the k™" term in the sum over j.

Generalising the reasoning in 4 implies the so-called sifting property of Kronecker delta

(anything); 6;; = (anything )y

3
=1

J

where (anything),; denotes any expression that has a single free index j.

16



Matrix representation: J;; may be thought of as the elements of a 3 x 3 unit matrix

011 012 013 1 00
521 522 (533 = 010 =1
031 O3z Os3 001

In other words, &;; is the i element of the unit matrix I, i.e. I;; = &;.

Examples of the use of Kronecker delta

3 3
1. a-e; = <Zaigi>'gj = Zai (e;-¢;)
i=1

=1

3
= E a;0;; = a; because terms with ¢ # j vanish.
i=1

3 3
2. a-b = <Zaigi> ( bjgj)
i=1 j=1

3

3

3 3
i=1 j=1 i=1 j=

aibj (e;-e;) = D> aibdy
— i
3

3
= Z Clibi < or Z ajb])
=1 Jj=1

5 More About Suffix Notation

5.1 The Einstein Summation Convention

The novelty of writing out summations soon wears thin. The standard way to avoid this
tedium is to adopt the Einstein summation convention. By adhering strictly to the following
conventions or “rules” the summation signs are suppressed completely.

Rules of the summation convention

(i) Omit all summation signs.

(ii) If a suffix appears twice, a summation is implied, e.g. a;b; = a1by + asby + asbs .

Here ¢ is a dummy or repeated index.

(iii) If a suffix appears only once it can take any value e.g. a; = b; holds for i =1, 2, 3.
Here i is a free index. Note that there may be more than one free index.
Always check that the free indices match on both sides of an equation.
For example, a; = b; is WRONG.

(iv) A given suffix must not appear more than twice in any term in an expression.

Always check that there aren’t more than two identical indices e.g. a;b;c; is simply
WRONG.

17



Examples

a=a;e; (7 is a dummy index)
a-e;=aje;e;=a;0; = a; (7 is a dummy index, but j is a free index)
a-b=(ae;) (bje;) = a;bjdi; = a;b; (7, j are both dummy indices)
(a-b)(a-c)=abajc, (again 4, j are dummy indices)

Armed with the summation convention one can rewrite many of the equations from the
previous sections without summation signs, e.g. the sifting property of d;; now becomes

10 =[x

The repeated index j is implicitly summed over, so that, for example, 0;;0;; = ;.

From now on, except where indicated, the summation convention will be assumed.
You should make sure that you are completely at ease with it.

5.2 Levi-Civita Symbol ¢;j;,

We have seen how 9d;; can be used to express the orthonormality of basis vectors succinctly.
We now seek to make a similar simplification for the vector products of basis vectors (taken
here to be right handed), i.e. we seek a simple, uniform way of writing the equations

e, xe; = 0 ey Xey = 0 esxeg = 0

To do so we define the Levi-Cevita or ‘epsilon symbol’ €;;;, (pronounced ‘epsilon i j k’), where
1, 7 and k can take on the values 1 to 3, such that

€. = +1ifijk is an even permutation of 123
= —1lifijk is an odd permutation of 123

= 0 otherwise (i.e. 2 or more indices are the same)

An even permutation consists of an even number of transpositions of two indices;
An odd permutation consists of an odd number of transpositions of two indices.

Examples: €103 = 1
€913 —1 {since (123) — (213) under one transposition [1 < 2|}
es12 = +1{(123) — (132) — (312); 2 transpositions; [2 < 3][1 < 3]}

s = 0; en = 0; ete

€193 — €231 — €312 — +1 €913 — €321 — €132 — —1 all others =0
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Note the symmetry of €5, under cyclic permutations
€ijk = €kij = €jki = —C€jik = T€ikj = —C€kji (19)
This holds for all values of 7, j and k. To understand it, note that
(i) If any two of the free indices i, j, k are the same, all terms vanish.

(ii) If (ijk) is an even (odd) permutation of (123), then so are (jki) and (kij), but (jik),
(tkj) and (kji) are odd (even) permutations of (123).

Each of equations (19) has three free indices so they each represent 27 equations.
FE.g. in €, = €5, 3 equations say ‘1 = 17, 3 equations say ‘—1 = —1’, and 21 equations say
‘0=0.

5.3 Vector product

The equations satisfied by the vector products of the (right-handed) orthonormal basis vec-
tors e, can now be written uniformly as

€; X Q] = €k €k VZ,] = 1a2a3

where there is an implicit sum over the ‘dummy’ or ‘repeated’ index k. For example,
€1 X €y = €121 €1+ €122 €9 T €123 €3 = €3 e Xeyp=€nretenpe,tenze; =0

Now consider
QXZ_):(liij- X e zeijkaibjgk
but, by definition, we also have
axb=(axbey

therefore

(a X by = €ij aib;

Note that we are using the summation convention. For example, writing out the sums

(@ xb)s = enzaiby + €123 asbs + €133 azbs + earz agby + - - -
= €123 A1by + €913 asby (plus terms that are zero)
= albg — (lgbl

We can use the cyclic symmetry of the e symbol to find an alternative form for the components
of the vector product
(g X l_))k = €5k a;b; = €pij abj

or relabelling the dummy indices k — i, ©+—j, j—k

(a x b)i = €k ajby

which is (probably) the most useful form.
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The scalar triple product can also be written using e,
(@,0,¢) =a- (bx¢c)=aibxc)

giving

(a,b,c) = ek aibjcy,

As an exercise in index manipulation we can prove the cyclic symmetry of the scalar product

(a,b,¢) = egrabjcy
= —€k;abjcy (interchanging two indices of €;j;)
= +epijabjcy (interchanging two indices again)
= €, ajbre (relabelling indices k — i, i — j, j — k)

= Eijk ciajbk

= (¢ab)

5.4 Product of two Levi-Civita symbols

We have already shown geometrically that
ax(bxc)=(a-c)b—(a-bec
This be derived independently using components. For example,
[ax(bxcoli = ax(bxc)s—as(bxc)
= ay(bico — bacy) — az (bser — bics)
= by (agce + ages) — ¢ (agby + asbs)
= by (aic1 + axex + ases) — c1 (arby + agby + asbs)
= bha-¢o)—ala-b)
From this equality we deduce that there must be a relation between two € symbols (because

there are two cross products) and some number of § symbols. Consider

lax(xc)li = egraj(bx oy
= €;k0j €kim b Cmy
= €ijk €kim @5 by Cy
Alternatively
[(a-c)b—(a-b)ci = (a-c)bi—(a-b)c
= (aj Cm 5]m) 5il bl — (aj bl (Sjl) 5zm Cm
= (5zl 5jm — (Szm 5]'1) Q; bl Cnm -

These equations must be equal for all components a;, b;, ¢, independently, so we must have

€ijk €Eklm = dit 5jm — im 5jl

This is a very important result and must be learnt by heart.
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To verify it, one can check all possible cases. For example

€19k €k12 = €121 €112 + €122 €212 + €123 €310 = 1 = 011022 — 012021

However as we have 3* = 81 equations, 6 saying ‘1 = 1’, 6 saying ‘—1 = —1’, and 69 saying
0 = 0, this will take some time. More generally, note that the left hand side of the boxed
equation may be written out as

® €1 €1um + €ij2 €2l + €553 €31m Where 7, 7,1, m are free indices;

for this to be non-zero we must have ¢ # j and [ # m;

only one term of the three in the sum can be non-zero;

if 1 =1 and j = m we have +1, if 1 =m and j = [ we have —1.

Example: Simplify (a x b) - (¢ x d) using suffix notation.
(@axb)-(cxd) = (axb)i(cxd)i = eijpa;bg €imcidm
= ((5j1 5km — 5jm 5l~cl) Q; bk ] dm = a; bk Cj dk — aj bk C dj
= (@9gl-d - (a9

where we used the cyclic property €, = €;i; to obtain the second line.

5.5 Determinants using the Levi-Civita symbol

The result for the scalar triple product gives another expression for the determinant

a; ag as
by by b3 | = (97 b, 9) = €5k i bj . . (20)
Ci1 Cy C3

Consider the 3 x 3 matrix A, with elements a;;

a11 a2 i3
A = Q21 Q22 A23

31 Aagzz a3s3

Relabelling the rows in the matrix in equation (20): a; — ay;, b; — ag;, ¢; — ag; gives

det A = €ijk Q17 Q25 A3k

which may be taken as the definition of a determinant.

An alternative expression is given by noting that previously we showed that

ailr a2 a3 11 A21 A3z
21 Q29 Q23 | = | 12 A22 A32 or detA=det AT
azy azz Aas3 @13 Aa23 G33

where A]; = aj; so now det A = det AT = €;;,Af; A}, A%, which may be rewritten
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det A = €ijk Qi1 Qg2 Qg3

The other properties of determinants can be proved easily: namely interchanging two rows
or columns changes the sign of the determinant and adding a multiple of one row/column
to another row/column respectively does not change the value of the determinant (exercises
for the student).

For completeness, we quote here one further important result

det AB = det A det B

[The definition of matix multiplication is given in Section (6.3).] The proof of this result is
discussed in an example sheet.

6 Change of Basis

6.1 Linear Transformation of Basis

Suppose {e,} and {e/} are two different orthonormal bases. How do we relate them?

Clearly e can be written as a linear combination of the vectors e, e,, e5. Let us write the
linear combination as
!/
e; = lueg+line,+lizes

with similar expressions for e, and e4. Hence we may write

where we are using the summation convention. The nine numbers ¢;;, with 7, j = 1,2,3,
relate the basis vectors e, e, e4 to the basis vectors e, e,, €.

Notes

(i) The nine numbers ¢;; define the change of basis or ‘linear transformation’.

(ii) To determine ¢;;, consider the quantity

e €; = (irey,) €5 = Cik O = Lij .
Therefore
e e; =1L (22)

so £;; are the projections (or direction cosines) of e/ (i =1, 2, 3) onto the e basis.
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(iii) The basis vectors e/ are orthonormal, therefore
/ ! .
€ Qj - 51]

The LHS of this equation may be written as
Q{ : le = (gik Qk) : (@l@l) = Ui gjl (@k 'Ql) = li, gjl Ow = lix fjk

where we used the sifting property of dy; in the final step. Hence

liliy, = 0

6.2 Inverse Relations

Let us now express the unprimed basis in terms of the primed basis. If we write

then
and we deduce that

The e, are orthonormal so e, - e i= 0;j. The LHS of this equation may be re-written

! !
e;-e; = (miney) - (mjep) = mamy b = ma mj, = i Uy

and we obtain a second relation

lril; = 045

6.3 The Transformation Matrix

Let us re-write the above results using a matrix notation.

(23)

(25)

First note that the summation convention can be used to describe matrix multiplication. The
ij™ component of the product of two 3 x 3 matrices A and B is obtained by ‘multiplying

the i'" row of A into the j®® column of B’, namely
(AB);j = a1 bij + a0 by + a3 bs; = aig b
Likewise, recalling the definition of the transpose of a matrix (A”);; = A;; (or aj),

(ATB)ij = (AT)z‘k (B)kj = akibkj

(26)

(27)

We may identify the nine numbers ¢;; as the elements of a square matrix, denoted by L, and

known as the transformation matriz

Ell 612 €13
L = 621 622 623
631 £32 633
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Equation (24) then tells us that M = LT is the transformation matrix for the inverse
transformation.

Comparing equation (23) with equation (26), and equation (25) with equation (27), and
recalling that ¢;; is the i element of the unit matriz I, we see that the relations ¢y, lip =
Ui Uy; = 0;; can be written in matrix notation as

LLT = LTL =1 and hence L' = [T

where L~! is the matrix inverse of L.

A matrix that satisfies these conditions is called an orthogonal matriz, and the transformation
(from the e, basis to the e/ basis) is called an orthogonal transformation.

Now from e/ = ¢;; e, we have for the scalar triple product (assuming e, is a RH basis)
)

<§1,> ey, 23/) = e)- <§2, X Q?:)
= lye;- (523' €; X Uy, @k)
= bl lar €, (Qj X €e)
= lilylgp e, - (Eij; Ee)
= Ay 521' 3y, €ljk dig
= €jiliilyj U3, = detL

So
+1 if primed basis is RH

_ / !/ / .
det L = (21, €9, §3) - { —1 if primed basis is LH
We say

If det L = +1 the orthogonal transformation is ‘proper’
If det L = —1 the orthogonal transformation is ‘improper’

An alternative proof uses the following properties of determinants: det AB = det A det B
and det AT = det A. These, together with det I = 1, give

det LLT = det L det L” = (det L)* =1,

hence det L = +£1.

24



6.4 Examples of Orthogonal Transformations

Rotation about the e; axis: We have e = e4 and thus for a rotation through 0,

.8,
gz / / / / /
€3-€ = €1 €z3=e3-y=ey-3=0, e3-e3=1
e/-e;, = cosl
e e/-ey, = cos(r/2—0) = sinf
0 €9y = cosb
0 e €y, = cos(m/2+60) = —sind
=1
@)
Thus
cos@ sinf 0
L = —sinf cosf 0O
0 0 1

It is easy to check that LL”T = I. Since detL = cos?f + sin’6 = 1, this is a proper
transformation. Note that rotations cannot change the handedness of the basis vectors.

Inversion or Parity transformation: This is defined by ¢/ = —e,, i =1, 2, 3.
-1 0 0
ie. L 0ij or L = 0 -1 0 = -]
0 0 -1
€3 ’
Clearly LLT = I. Since det L = —1, this L
is an improper transformation. Note that e -
the handedness of the basis is reversed: =
!/ ! __ /
€1 X €y = —€3 e
1
RH basis LH basis
Reflection: Consider reflection of the axes in e,—e5 plane so that e/ = —e,, e4 = €,
and e4 = e5. The transformation matrix is
-1 0 0
L = 010
0 01
Since det L = —1, this is an improper transformation, therefore the handedness of the basis

changes.
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6.5 Products of Transformations

Consider a transformation L to the basis {e/} followed by a transformation M to another
basis {e/'}

L / M "

— e; — e,

€; =1 =1

N
Clearly there must be an orthogonal transformation e¢; — ¢/. To find it, we write

no__.
€ =My €5

:mijﬁjkgk:(ML)ikgk SO N=ML

Notes

(i) Note the order of the product: the matrix corresponding to the first change of basis
stands to the right of that for the second change of basis. In general, transformations
do not commute, i.e. ML # LM.

Example: a rotation of 6 about e, followed by a reflection in the e,—e; plane.

-1 0 0 cos@ sinf 0 —cosf) —sinf 0
010 —sinf cosf 0 = —sinf cosf@ 0
0 01 0 0 1 0 0 1

whereas if we reverse the order

cosf sinf 0 -1 0 0 —cosf sinf 0
—sinf cosf 0 010 = sinf cosf 0
0 0 1 0 0 1 0 0 1

(ii) The inversion and the identity transformations commute with all transformations.

6.6 Improper Transformations

We may write any improper transformation M (for which det M = —1) as M = (=I)L,
where L = —M and det L = +1. Thus an improper transformation can always be expressed
as a proper transformation followed by an inversion.

Example: The matrix M for a reflection in the e, —e4 plane is

1 00 -1 0 O -1 0 0
0 -1 0 | = 0 -1 O 01 0
0 01 0 0 -1 00 -1

=




6.7 Summary

If det L = +1 we have a proper orthogonal transformation which is equivalent to rotation of
axes. It can be proven that any rotation is a proper orthogonal transformation and vice-versa.
The essence of the proof is that any rotation through a finite angle 6 can be continuously
connected to an infinitesimal or zero rotation for which det L = det I = 1 trivially, whereas
det L =1+ det L = —1 is discontinuous.

If det L = —1 we have an improper orthogonal transformation which is equivalent to rotation
of axes then inversion. This is known as an improper rotation since it changes the handedness
of the basis.

7 'Transformation Properties of Vectors and Scalars

7.1 Transformation of vector components

Let a be any vector, with components a; in the basis {e,} and a} in the basis {e/} i.e.

The components are related as follows, taking care with dummy indices

CL; = QQZ/ = (ajgj)'gil = (Qz‘/'ﬁj)a]’ = &-jaj
a;:&jaj
a; = a-e; = (aghey)-¢; = b, = (LM ay.

Note carefully that the vector a does not change

Therefore we do not put a prime on the vector itself. However, the components of this vector
are different in different bases, and so are denoted by «; in the basis {¢,}, and by a in the
basis {e/}, and so on.

These transformations are called passive transformations: the basis is transformed, but the
vector remains fized. Alternatively we can keep the basis fixed and transform the vector,
this is an active transformation. They are equivalent (and indeed one is just the inverse of
the other). In this course we shall only consider the passive viewpoint (to avoid confusion).

In matrix form we can write the transformation of components as

/
q Uy by U3 a1 a1
/
Ay = Uy Uy o3 a2 = L a2
/
Qs l31 U39 33 a3 a3
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and since L' = LT
/

ay | =L" | d
as ay

Example: Consider a rotation of the axes about e4

al cosf sinf 0 ar cosf a; + sinf as
ay | = —sinf@ cosf O as | = | cosf as —sinf ag
ay 0 0 1 as as

A direct check of this using trigonometric considerations is significantly harder!

7.2 Transformation of the scalar product

Let a and b be vectors with components a; and b; in the {e;} basis, and components a; and
b, in the {e;} basis. In the {e,} basis, the scalar product, denoted by a - b, is

In the basis {e;}, we denote the scalar product by (a -b)’, and we have

(CL . b), = a; b; = éij Qa; gik bk = 5jkajbk

= a;b; = a-b.

Thus the scalar product is the same when evaluated in any basis. This is of course expected
from the geometrical definition of scalar product which is independent of basis. We say that

the scalar product is invariant under a change of basis.

Summary: We have now obtained an algebraic definition of scalar and vector quantities.

Under the orthogonal transformation from the basis {e,} to the basis {e/}, defined by the
transformation matrix L such that e/ = ¢;;e jy we have that:

e A scalar is a single number ¢ which is invariant:

¢ = ¢

Of course, not all scalar quantities in physics are expressible as the scalar product of
two vectors e.g. mass, temperature.

e A vector is an ‘ordered triple’ of numbers a; which transforms to a, such that

A
a; = lia;
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7.3 Transformation of the vector product

Great care is needed with the vector product under improper transformations.

Inversion: Let e/ = —¢;, so {;; = —6;; and hence a; = —a; and b, = —b;. Therefore

=0

giej = (-ai)(-¢;) = aie; = a and biej = (=b)(-¢;) = big;

The vectors a and b are unchanged by the transformation — as they should be.

However if we calculate the vector product ¢ = a x b in the new basis using the determinant
formula, we obtain

/ / /

€1 €2 €3 ; €1 €29 €3 €1 €9 €3
/ / /

ay ay ay | = (=17 a1 ay a3 | = —| a ay as

by by, U by by b3 by by b3

which is —c as calculated in the original basis!

The explanation is that if {e,} is a RH basis, then {e/} is a LH basis because L is an improper
transformation. The formula we used for the vector product holds in a right-handed basis.
If we use this formula in a left-handed basis, the direction of the vector product is reversed
(it is equivalent to using a left-hand rule rather than a right-hand rule to calculate the vector
product).

Let us then define the components of ¢ = a x b as

C; = (a X l_))z = Eijka]’bk

in any orthonormal basis (LH or RH). This is equivalent to using the determinant formula.
With this definition a, b and ¢ have the same ‘handedness’ as the underlying basis.

General case: To derive the transformation law for the vector product for arbitrary L
requires several steps, and is not quite trivial.

In section (5.5), we showed that the determinant of a 3 x 3 matrix A can be written as
det A = €ijk Qi1 Q52 Qg3

This can be generalised to [see tutorial question (4.5)]

€rst det A = €ijk Qir Ajs ALt

The extra € on the LHS of this equation tells us that the determinant changes sign when we
swap two columns of the matrix. Applying this to the transformation matrix L gives

€rst det L = €ijk gir gjs gkt
Multiplying this equation by ¢;; and using the orthogonality relation ¢j; ¢, = 0y, gives
(det L) €rt by = €351 Lip L.

Relabelling the free index [ — k gives
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(det L) Erst gkt == €ijk g’ir gjs

We can now calculate the transformation law for the components of the vector product.
Recalling that @ = ¢, a, and by, = (i bs, we find

(Q X [_9); = €k a;‘ b;g = €k gjr Eks Qp bs = €jki gjr Eks Qp bs
= (det L) €.s lira, by = (det L) €y (€5 ar bs)

where we used the last boxed identity (relabelling a lot of indices - exercise!) to get the first
expression in the second line. Finally, we have

(axb); = (det L)Ly (a x b)

So the vector product transforms just like a vector under proper transformations, for which
det L = +1, but it picks up an extra minus sign under improper transformations, for which
det L = —1.

The vector product is an example of what is known as a pseudovector or axial vector.

In general, a pseudovector c¢ is defined by the transformation law

= (det L) gij Cj

You should know this result, but the detailed derivation is a bit tough, so you wouldn’t be
expected to reproduce it in an examination.

Physical Examples

The following are true or polar vectors:

Position r
: . dr :
Velocity v = 7 wherer=r(t), and 7 = = (t is a scalar)
Acceleration a = ©
Force F = ma (defined by Newton’s law)
1
Electric field E = - F (where F is the force on a particle of charge ¢)
el e E

The following are pseudo or azial vectors:

Angular momentum L = 7 X mv
Torque T = rxF
Angular velocity (w) = wXr

1 |
I

Magnetic field (B) qu x B (where F is the force on a particle of

charge ¢ and velocity v due to B)



7.4 Summary of the story so far

We now take the opportunity to summarise some key-points of the course thus far.

NB this is NOT a list of everything you need to know!

Key points from the geometrical approach

You should recognise on sight that

r X

C .

is a line (r lies on a line)

=c
=p is aplane (r lies in a plane)

I3 |

Useful properties of scalar and vector products to remember

a-b=0 < vectors orthogonal

axb=0 & vectors collinear

A~

a-(bxc)=0 < vectors co-planar or linearly dependent

xc) = (a-cb—(a-b)e

1o

X

S

| S~

Key points of suffix notation and the summation convention

We label orthonormal basis vectors by e, €4, €5 (or just {e,}), and write the expansion of

a vector a as
3
a=a;€; = E a; €,
i=1

There is always an implicit sum over any repeated or dummy index, ¢ in this case.
The Kronecker delta symbol 6;; can be used to express the orthonormality of the basis
€ €; = 5ij
Kronecker delta has a very useful sifting property
[ )b = I
Whether the basis is right- or left-handed is determined by
(21722723) ==+l

We introduce €5, to enable us to write the vector products of basis vectors in a RH basis in
a uniform way

€; X E€j; = €jkC -

The vector and scalar triple products in any orthonormal basis are

€1 €9 €3
axb=|a ay ag | orequivalently (axb); = €;ra;by
by by b3
a; ag as
a-(bxc) = | by by by | orequivalently a-(bxc) = € rabjcy
1 C2 C3
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The most important identity in the game is

€ijk €klm — it 5jm - 5im 5jz

Key points of the algebraic approach to change of basis

The new basis is written in terms of the old through

el = lije j where /;; are elements of the 3 x 3 transformation matrix L

L is an orthogonal matrix, the defining property of which is L=' = L”, and this can be

written as
LLT = LTL =1 or gzk’gjkz = f]ﬂfk] = (Sij

The determinant det L = 41 tells us whether the transformation is proper or improper, i.e.
whether the handedness of the basis is changed.

A scalar is defined as a number that is invariant under an orthogonal transformation.

A wector is defined as an object a represented in a basis by three numbers a; which transform
to a} through

a; = l;;a;.
or in matrix form
al a
as = L| as
ay as

Regarding a and @’ as 3 x 1 column matrices, this may be written succinctly as

a =La.
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8 Tensors of Second Rank

8.1 Nature of Physical Laws

The simplest physical laws are expressed in terms of scalar quantities which are independent
of our choice of basis, e.g. the ideal-gas law

pV =nRT

relating pressure, volume and temperature.

At the next level of complexity are laws relating vector quantities

ma Newton’s Law

| |

okF Ohm’s Law, J is the current density vector,
o is conductivity (o < 1/R)

Notes

(i) These laws take the form vector = scalar x wvector;

(ii) They relate two vectors in the same direction.

Example: Consider Newton’s Law in a particular Cartesian basis {e,;}. The acceleration
vector a is represented by its components {a;}, and the force F' by its components {F;}, so
we write

Fy = ma;

In another basis {e/} defined by e/ = £;; ¢; we have

r /
F, = ma

where the set of numbers, {a}}, is in general different from the set {a;}. Likewise, the set
{F!} differs from the set {F;}, but they are of course related by

CL; = gij Q. and ‘Fi, = gij Fj.

We can think of F' = ma as representing an infinite set of relations between measured
components in various bases. Because all vectors transform in the same way under orthogonal
transformations, the relations have the same form in all bases. We say that Newton’s Law,
expressed in component form, is form invariant or covariant.

8.2 Examples of more complicated laws

Ohm’s law in an anisotropic medium

The simple form of Ohm’s Law stated above, in which an applied electric field £ produces
a current in the same direction, only holds for conducting media which are isotropic, that

is, the same in all directions. This is certainly not the case in crystalline media, where the
regular lattice will favour conduction in some directions more than in others.
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The most general relation between J and F which is linear and is such that J vanishes when

FE vanishes is of the form
Ji = UZ]E]

where 0;; are the components of the conductivity tensor in the chosen basis; they characterise
the conduction properties when J and E are measured in that basis. Thus we need nine
numbers, o;;, to characterise the conductivity of an anisotropic medium. The conductivity
tensor is an example of a second rank tensor.

Now consider an orthogonal transformation of basis. Simply changing basis cannot alter the
form of the physical law and so we conclude that

Ji =0, E; where Jj=1(;J; and E;={;E

i ij =g

Thus we deduce that
gij Jj = gij O'jk Ek = O'Qj gjk Ek

Wthh we can rewrite as
/ —

This must be true for arbitrary electric fields Fj and hence
i ik = lij O

Multiplying both sides by ¢, noting that ¢;;¢;; = ;; and using the sifting property we find
that o}, = {;; {i;; 0 or re-labelling

/ f— . .
O = lip g Opg

This exemplifies how the components of a second rank tensor change or transform under
an orthogonal transformation, and indeed will be taken as our definition of a second rank
tensor.

This discussion of the covariance of Ohm’s law is an example of the very general quotient
theorem (see Junior Honours Tensors and Fields.)

Kronecker delta as a tensor

Since Kronecker delta has two indices it is natural to ask whether it is a second rank tensor.
We defined ¢;; to be 1 if ¢ = j, and 0 otherwise, in all bases, and thus we have that 5§j = 0;j.
Recalling that d;; = ¢;,¢;,, we may write

5zl‘j = Lip g Opq

Since the nine-numbers §;; transform as the components a second rank tensor, by our def-
inition above it is indeed a second-rank tensor. Since d;; = d;;, we call it an invariant
tensor.

Rl
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Rotating rigid body

Consider a particle of mass m at a point r in a rigid body rotating
with angular velocity w. Recall that v = w x r. You were asked
in Lecture 1 to check that this gives the right direction for v; that
it is perpendicular to the plane of w and r; that the magnitude
lv| = wrsinf = w x (radius of the circle in which the point is
travelling.)

Now consider the angular momentum of the particle about the origin O; this is defined by
L =1 xp=rx (mv) where m is the mass of the particle.

Using the above expression for v we obtain

L=mrx(wxr)=mwr-r)—r(- w)] (28)

where we have used the identity for the vector triple product. Note that only if r is perpen-
dicular to w do we obtain L = mr?w, which means that only then are L and w in the same
direction.

Taking components of equation (28) in an orthonormal basis {e,}, we find that

L, = m[wi(ff)—fi(f"*_))]
— m [72 Wi — T; T wj} noting that r-w = z;w;
= m [7’2 0ij — T; SL’J’} Wij using  w; = 05 wj

Thus

L = I;(O)w;  where  I;(0) =m[r?d; — z; x;)

By the quotient theorem I;;(O) are the components of the (moment of) inertia tensor,
relative to the origin, O, in the e, basis. The inertia tensor is another example of a second
rank tensor. This may also be shown directly

[{j(O) = mf”? 5;j — a:é]
= m[r2 Cip Ujq Opg — Lip Tp Ljq 4]
= gip gjq [pq(O)

1.e. I transforms as a second rank tensor.

Summary of why we need tensors

(i) Physical laws often relate two vectors.

(ii) A second rank tensor provides a linear relation between two vectors which may be in
different directions.
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(iii) Tensors allow the generalisation of isotropic laws (‘physics is the same in all directions’)
to anisotropic laws (‘physics is different in different directions’)

In general, a second rank tensor maps a given vector onto a vector in a different direction.
If a vector n has components n; then

Tijng = my,

where m; are components of m, the vector that n is mapped onto.

However, some special vectors called eigenvectors may exist such that m; = An;,
i.e. the new vector is in the same direction as the original vector. Eigenvectors
usually have special physical significance (see later).

8.3 General properties

Scalars and vectors are called tensors of rank zero and rank one respectively, where rank =
number of indices in a Cartesian basis. Thus we have

o = ¢ scalar
/ _
a, = lya, vector
oy -
Tij = Llipliqg Ty rank-two tensor

We can also have pseudoscalars, pseudovectors and pseudotensors,

¢ = (detL)o pseudoscalar
a; = (detL)/la, pseudovector
T, = (det L) lil;jqTy,  rank-two pseudotensor

Let a, b and ¢ be (true) vectors. An example of a pseudovector is a x b (see section 7.3), and
an example of a pseudoscalar is the scalar triple product:

(a,b,0)" = a;(bxc);
= Llipay (det L) lig (b % ¢)q
= (det L) ay(bx¢)g 0
= (detL)a-(bx¢) = (detL)(a;b,c)

Note that if a is a vector and b is a pseudovector, then a x b is a vector because (det L)? = 1.

We can also define tensors of rank greater than two by introducing more indices, together
with more /s. Indeed, € is a pseudotensor of rank three.

Rank-two tensors have some additional special properties: the set of nine numbers, Tj;,
representing the tensor 7', can be written as a 3 X 3 matrix

Ty T Tis
T=| Ty Ty T
T3 T3 T33

This is of course not true for higher rank tensors (which have more than 9 components).
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We can rewrite the transformation law for a general second rank tensor as
T
TZIJ = LlipliqTpg = (L)ip Tpq (L™ )g;

So the transformation law in matrix form is

T = LTLT

Notes

(i) It is wrong to say that a second rank tensor is a matrix; rather the tensor is the
fundamental object and it is represented in a given basis by a matrix.

(ii) It is wrong to say a matrix is a tensor, e.g. the transformation matrix L is not a tensor
but nine numbers defining the transformation between two different bases.

8.4 Invariants

Trace of a tensor: the trace of a matrix A (whose elements are a;;) is defined as the sum
of its diagonal elements
Tr A= (077

Recalling that (AB);; = a;; bjx, we can derive the useful cyclic property of the trace
Tr (AB) = a;;jbj; = bja;; = Tr (BA)
Now consider the trace of the the tensor in the transformed basis:
TeT = T, = lipligTpy = OpLpy = Tpp = TrT

Thus evaluating the trace gives the same result in any basis, it is a scalar invariant. Alter-
natively using a matrix notation

TeT =Te (LTLY) = Te (TLYL) = Tx T

Determinant: It is easiest to use the matrix form of the transformation law
det T" = det(LTL") = det L det T det L* = det T

(since det L = det LT = #1.) Thus the determinant of the tensor is invariant, it’s a scalar.

Symmetry of a tensor: if the matrix 7;; representing the tensor 7" is symmetric then
T = T
Under a change of basis
Tz/g = gip gjq qu
= Ul T, (using symmetry)
= Uiy l;p T,y (relabelling p < q)
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Therefore a symmetric tensor remains symmetric under a change of basis. (The inertia
tensor is an example of a symmetric tensor.) Similarly an antisymmetric tensor T;; = —T};
remains antisymmetric (exercise).

In fact one can decompose an arbitrary second rank tensor 7;; into a symmetric part .S;; and
an antisymmetric part A;; through

Ti‘z%[Tij-i-Tji]—i-%[ﬂ'—Tji]:Sij-i-Aij

where S;; = %(sz + T};) is symmetric, and A;; = %(Tij — T};) is antisymmetric.

Relabelling the components of A by a5 = —ag1 = f3, as3 = —aze = f1, az1 = —a13 = fo
gives
0 f3 —f
Aij = —f3 0 fl = Eijkfk )
fo =N 0

ij
This relation can be inverted
€ijpdje = €k €rfi = — (5ij dj1 — da 5jj>fl = 2f;.

i.e. the components A;; of an antisymmetric tensor can always be written in terms of the
components f; of a pseudovector, and vice versa.

9 The Inertia Tensor

9.1 Kinetic energy and the Inertia Tensor

We saw previously that for a single particle of mass m, located at position r with respect to
an origin O on the axis of rotation of a rigid body

Li = Iij(O)wj Where IZ(O) = m{rzéij—xixj}

where ;;(O) are the components of the inertia tensor, relative to O, in the basis {e;}.

For a collection of N particles of mass m(® at f(a), where a =1... N,

15(0) = S m@ { (@ 1) 6 — 2l 2} (29)

For a continuous body, the sums become integrals, giving

10) = [ o) (1) 0y = dv
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where p(r) is the density (mass per unit volume) at position r, and therefore p(r) dV is the
mass of the volume element dV" at r.

For laminae (flat objects) and solid bodies, these are 2- and 3-dimensional integrals respec-
tively.

If the basis is fized relative to the body, the I;;(O) are constants in time.

The inertia tensor is also useful in computing the kinetic energy K

N
K = Zém(a) (@2
a=1

= 5 oM (x )

S Z m e, w; x,(f) €itm Wy T

- 3 Zm(a) (851 8m = Oy Opa) i rle) w;
— 5 Zm(a) (r(o‘)Q 2 x,i )iL‘( )wj k)

= % Z m® (r(a) i — x(a)x(a)) wji Wj

Thus we have

1
K = -1

5 i(O)wiw; = W' IO)w = ~w-L

1
2—

where I(O) is a 3 x 3 matrix, and w? and w are row and column matrices respectively.

It’s sometimes sufficient to combine the diagonal and off-diagonal terms by writing w = wn
and then computing the component of L along the axis of rotation

h=Ln=I;0)wn = me){ (@25, _ 5 $<.a>}ninjw

J
= Y@ (2 (@) )2

or

h=Iw with ]—Zm a)2

where r(f) is the perpendicular distance of the ot particle from the axis of rotation and I

is the moment of inertia about n. Similarly we have

1-
K = -1
2

Note that the inertia tensor I;;(O) is a ‘geometric’ factor and once calculated can be used
for any axis of rotation; the quantity I depends on the axis n and must be re-calculated if
a different axis of rotation is chosen.
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9.2 Computing the Inertia Tensor

Consider the diagonal term

I33(0) = Zm(o‘) {(r(a) (@) - (xéa))Q}

where Tia) is the perpendicular distance of m® from the e, axis through O.

So I33(0) is the usual moment of inertia about the n = e, axis. It is simply the mass of
each particle in the body, multiplied by the square of its distance from the e 4 axis, summed
over all of the particles. Similarly, the other diagonal terms I1; and I are the moments of
inertia about the e and e, axes respectively.

The off-diagonal terms are called the products of inertia, and have the form, for example

]12(0) - _ Z m(® xga) xga) )

Example: Consider 4 masses m at the vertices of a square of side 2a, with the origin O at
the centre of the square.

3
(—a,a,0) (a,a,0)
a
0 R
(—a, —a,0) (a,—a,0)
For mY = m at (a,a,0), r'Y = ae, + ae,, so rV) - r) = 2q% azgl) =a, xgl) = a and a:él) =0
1 00 110 1 -1 0
I(0) = m<2a* {0 1 0] —a*| 1 1 0 =ma*|[ -1 10
0 01 0 00 0 0 2
For m® =m at (a,—a,0), r® =ae, — ae,, so r® . r® =242, :c?) =a and xé” =—a
100 1 -1 0 110
I(0) = m<2a* [0 1 0] —a*| -1 1 0 =ma*[ 1 1 0
0 01 0 00 0 0 2
For m® = m at (—a, —a,0), r® = —ae, —ae,, so r® - r® =2¢2, 2¥ = —q and 2{Y) = —a
1 00 1 10 1 -1 0
I(0) = m<2a* {0 1 0| —a*| 1 1 0 =ma*|[ -1 10
0 01 0 00 0 0 2



For m® =m at (—a,a,0), r® = —ae, + ae,, so r® . r® =242, oY = —q and 20" =«

100 1 -1 0 110
I(0) = m{2a*|{0 1 0 —a®*| -1 1 0 =ma®*| 1 10
001 0 00 00 2

Adding all four contributions gives the inertia tensor for the system of 4 particles,

1
I(O) = 4ma® | 0
0

O = O
N OO

Note that the resulting inertia tensor is diagonal in this basis (even though the individual
inertia tensors for each mass are not diagonal); the products of inertia are all zero. This
implies that the basis vectors are eigenvectors of the inertia tensor (see later for details.) For
example, if w = w(0,0,1), then L(O) = 8mwa?(0,0,1) x w.

In general, L(O) is not parallel to w. For example, ifw = w(0,1,1) then L(O) = 4mwa?(0, 1, 2),
which is not parallel to w.

There are of course other bases in which the inertia tensor is not diagonal.

9.3 Two Useful Theorems

Perpendicular Axes Theorem

For a lamina (two dimensional sheet), or a collection of particles confined to a plane (choosing
e5 to be normal to the plane), with O in the plane

111(0)+[22(O) - 133(0)

This is simply checked by using equation (29) and noting that xéa) = 0.

Parallel Axes Theorem

The position vector R of the centre of mass G of the body is defined to be
r- L S mfe) @
- M - —_ ’

where z(a) are the position vectors relative to the origin O, and M =" m(®, is the total
mass of the system.

The parallel axes theorem states that

I;(0) = Ij(G) = M{(R-R)d; — R;R;}
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Proof: Let s ) be the position of m® with respect to G, then

§(G) = Y m {(ﬁ(a)' 5') 6y — Sga)sg‘a)}

and
I;(0) = Y m® {(Z(a) ) 6y — “”ga)}

= D m{(R+5)6; — (B+5); (R+5);}

J

+260; R - Z m(® s — R, Z m(a)s§a) - R; Z m(@ sl

(@)
= M{R%; — RiR;} + I;;(G)

= M{R%; - R;R;} + ) _ m {(ﬁ(a) - sl) 65 — Sl(-a)s(-a)}

The cross terms vanish because

me) Zm(a)< (@) _ > — 0.

Example of the use of the Parallel Axes Theorem

Consider the same arrangement of masses as before but

with O at one corner of the square, i.e. a (massless)

lamina of side 2a, with masses m at each corner and

the origin O at the bottom left, so that the masses are G
at (0,0,0), (2a,0,0), (0,2a,0) and (2a, 2a,0)

We have M = 4m and O 2a

1
OG = R = T {m(0,0,0) + m(2a,0,0) + m(0, 2a,0) + m(2a, 2a,0)}

= (a,a,0)

So G is at the centre of the square and R? = 2a?. We can now use the parallel axis theorem
to relate the inertia tensor of the previous example to that of the present one

100 110 1 -1 0
I0)—I(G) = 4m<{2a*|0 1 0| —a®*|1 1 0 = 4ma*| -1 1 0
001 00 0 0 0 2

From the previous example,

I(G) = 4mad®

and hence

O O =
O = O
N OO

I+1 0—-1 0
I(0) = 4ma®|0—-1 1+1 0 = 4ma* | —
0 0 242

O =N
O N =
- o O
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10 Eigenvectors of Real, Symmetric Tensors

Let T be a 2nd-rank tensor with components T;;, then an eigenvector n of T obeys (in any
basis)

ﬂjnj = )\ n;

where A is the eigenvalue of the eigenvector.
The tensor acts on the eigenvector to produce a vector in the same direction.

The direction of n doesn’t depend on the basis although its components do (because n is a
vector), and is referred to as a principal azis; X is a scalar (it doesn’t depend on the basis)
and is referred to as a principal value.

10.1 Construction of the Eigenvectors

Much of this section should be revision — so we’ll try to go through it quickly.
Since n; = d;;n; , we can write the equation for an eigenvector as
(Ti = Adig)n; = 0

This set of three linear equations has a non-trivial solution (i.e. a solution with n # 0) iff

det (T — A1) = 0

1.€.

T11 - A T12 T13
Tgl T22 — A T23 = 0.
T31 T32 T33 - A

This is known as the ‘characteristic’ or ‘secular’ equation and is cubic in A, giving 3 real (to
be proven) solutions A, A\ and A®)| with corresponding eigenvectors n™™, n(® and n®.

Example:

The characteristic equation is

11— 1 0
1 . 1 = 0
0 1 11—
Thus
1=X{A=1)—-1}—-{(1=X) =0} =0
and so

1-=X{N-2=-2} = (1-MNA-2)A+1) = 0.
Thus the solutions are A =1, A =2 and A = —1.
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Check: The sum of the eigenvalues is 2, and is equal to the trace of the tensor; the product
of the eigenvalues is —2, and is equal to the determinant. The reason for this will shortly
become apparent.

We now find the eigenvector for each of these eigenvalues, by solving T;; n; = An;
(1 — )\) ny -+ N9 =0
ny — A ng + ng = 0
for A\ =1, A\ =2 and A = —1 in turn.

For A = \() = 1, we denote the corresponding eigenvector by Q(l) and the equations for the
components of n) are (dropping the label (1) for brevity):

N9 = 0
n — Ny + ng = 0 = n2:O, ny = —ny
N9 =0
Thus nq :ngy:n3 = 1:0: —1, and a unit vector in the direction of 2(1) is
1
n —
n’/ = —(1,0,—1) .
n \/5( )
Note that we could equally well have chosen n*) = _—1(1, 0,—1).

V2

For A = \® = 2, the equations for the components of 2(2) are:

-ny + N9 =0
n — 2ny + ng = 0 = MNg=N3="nN1.
g — Ng = 0
Thus ny :ng:n3 = 1:1:1 and a unit vector in the direction of Q(Q) is
1
(2) _
n® = —_(1,1,1).
0 = —=(L11)
For A = \® = —1, a similar calculation (exercise) gives
1
3) _
n® = —(1,-2,1).
v
Note that nM) - n® = p® . p® = n@ . nG = 0 and so the eigenvectors are mutually
orthogonal.

The scalar triple product of the triad 2(1)’ Q(Q) and 2(3), with the above choice of signs, is
+1, (i.e. n® = n® x n?)) and so they form a right-handed basis. Changing the sign of any
one (or all three) of the vectors would produce a left-handed basis.
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10.2 Eigenvalues and Eigenvectors of a real symmetric tensor

Important Theorem: If T;; is real and symmetric, its eigenvalues are real. The eigenvec-
tors corresponding to distinct eigenvalues are orthogonal.

Proof: Let n be an eigenvector, with eigenvalue A, then by definition

This has a non-zero solution if det(7"— AI) = 0. Now multiply equation (30) by n}, and sum
over 7, giving

n; Tiyng =An"-n (31)
Next, take the complex conjugate of equation (30), multiply by n; and sum over i, to give

n T;n; = \"n* (32)

I3

But Tj; is real and symmetric, so T}; = T}; , and therefore
LHS of equation (32) = njTj;n; = LHS of equation (31)

So subtracting (32) from (31) gives

(A=) (n"n) =0

and hence as n*-n > 0 then

A=\

Therefore the eigenvalues of a real symmetric matriz are real.

Since A is real and T;; are real, and the eigenvalue equation (30) is real and linear (in n;),
then real eigenvectors can be found, and they can be normalised to unity.

Now consider two distinct eigenvalues, \® # A& with corresponding eigenvectors @(a),
Q(/B). Then

T = A0
nz(a) T n;ﬂ) — \® ﬁ(a) .n®
Again due to the symmetry of T;; the LHS of these equations are equal so we have

(M@ — XB) p@ B =0
But A® % X?) 5o this implies

Therefore eigenvectors are orthogonal if their eigenvalues are distinct.
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10.3 Degenerate eigenvalues
If the characteristic equation is of the form
AD - (A® —X)2=0
there is a repeated root and we have a doubly degenerate eigenvalue A?). But

(i) The theorem states that the eigenvector subspace corresponding to a degenerate eigen-
value is orthogonal to the eigenvector(s) corresponding to the other eigenvalue(s)
AD £ \?) 1

(ii) Within this subspace, the eigenvectors can always be chosen to be orthogonal.

So we can always find a complete set of mutually orthogonal eigenvectors, and then normalise
them to unity:.

Example:
011 -2 1 1
T = 1 01 = |T—-X|= I =2 1]|=0 = X=2,A=—1(twice).
110 1 1 =X
For A = AV = 2 with eigenvector @(1)
—2n, + ng + ny = 0 { ny = ny = ns
n — 2ng + n3g = 0 =
1 — L
ny -+ Ny — 2713 =0 n B \/?:(1’1’ 1) '
For A = A\?) = —1 with eigenvector n®
n? 40l 40 =0 (33)

is the only independent equation. This can be written as @(1) . 2(2) = 0 which is the equa-
tion for a plane normal to Q(l). Thus any vector orthogonal to Q(l) is an eigenvector with
eigenvalue —1.

If we choose ngf) = 0, then ng) = —n§2), and a possible normalised eigenvector is

1
() —

n = 1,—-1,0) .

- \/§< )

If we demand that the third eigenvector 2(3) is orthogonal to Q(

n$ = n'¥. Equation (33) then gives n{¥) = —2n{¥) and so

2). then we must have

1
3) _
nw = 1,1,-2).
nt = bt

'For a 3 x 3 symmetric matrix with a doubly generate eigenvalue, there is of course only one distinct
eigenvalue. But the proof of the theorem is valid for N x N matrices for any V.
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Alternatively, the third eigenvector can be calculated using

n® = a0 x @

The sign chosen determines the handedness of the triad n", n®, n®. This particular pair,
@(2) and 2(3), is just one of an infinite number of orthogonal pairs that are eigenvectors of
T;j, all lying in the plane normal to 2(1)‘

Finally, if the characteristic equation is of the form
AH =X =0

then we have a triply degenerate eigenvalue A(). This can only occur if the tensor is equal
to AV 0;; which means it is ‘isotropic’ and any vector is an eigenvector with eigenvalue A

11 Diagonalisation of a Real, Symmetric Tensor

In an arbitrary basis {e,}, the tensor 7j; is in general not diagonal, i.e. T;; # 0 for some or
all 7 # j.

However if we transform to a basis constructed from the normalised eigenvectors — the
‘principal axes’ basis — the tensor becomes diagonal.

Let us transform to the basis {e¢/} chosen such that

where Q(i) are the three orthogonal and normalised eigenvectors of T;; with eigenvalues @
respectively.

The transformation matrix L is then given by

el = @ —
lij = ej-e; = n"-e; =mn;

so the rows of L are the components of the normalised eigenvectors of T.

First check that this L is indeed orthogonal:

ngl) ngl) n:gl) ngl) ng2) ngS)
LIT — n® n® p® n) @ @
n§3) ngS) nz()’S) Tlgl) n:()’Z) n:())3)
SR CO GO RN I ) I CO I C) 100
@0 @ @ | o1 0| L 7
@ a0 @ @ ) O 00 1

Alternatively (and much more quickly!)
(LLT)ij =l ljx = n,(f) nlgj) = Q(i) .E(j) — b,
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As a by-product, we have just shown that the rows of an orthonormal matrix are indeed
orthonormal. Similarly for the columns.

In the basis {e/}
T = (LTL");

Now since the columns of LT are the normalised eigenvectors of T, we have

Tyn Ty T n n® @ AR A@pP A@RE
TLT = | Ty Ty Tis n n@ a® | = AORM A@pP AGR()
Ty Ty Tis Y n® nl® AORY A@pE AE@RE)
I C N R U MM A0 o
LTLT = nf) n§2) néz) A(l)ngl) )\(2)n§2) )\(3)7153) = 0 \» o
n§3) ngg) ngs) A(l)nél) /\(2)né2) )\(3)né3) 0 0 A&

where the last results follow from the orthonormality of the n¥ (rows of L, columns of LT).

Alternatively (and for once dispensing with the summation convention)
T, = (LTLM)y = S byl Ty = S 00 Tynl) = 3" a0 A0 ) = XD p0 . n0)
pa pq p

Thus, with respect to a basis defined by the eigenvectors or principal axes of the tensor, the
tensor is diagonal, and is sometimes written 7”7 = diag {A"), A®, \®)}. The diagonal basis
is referred to as the principal azes basis.

Note: In the diagonal basis the trace of a tensor is the sum of the eigenvalues; the deter-
minant of the tensor is the product of the eigenvalues. Since the trace and determinant are
invariants this means that in any basis the trace and determinant are the sum and product
of the eigenvalues respectively.

The Inertia Tensor: Consider the four masses arranged in a square with the origin at
the left hand corner, as in our previous example. The inertia tensor is

2 -1 0
I(0) = 4ma*| =1 2 0
0 0 4

It’s easy to check (exercise) that the normalised eigenvectors (principal axes of inertia) are
\/Li(gl +e,) (eigenvalue 4ma?), \%(—Ql +e,) (eigenvalue 12ma?) and e (eigenvalue 16ma?).
€2

2a

@)

. . 1 1
Defining the ¢/ basis: e/ = Z5(e; +e5), €3 = 5(—e1 +¢5), €5 =¢€3,50 ] X ey =¢3 to



give a RH basis, one obtains

L1
R

L = \_/—% \/LE 0 (which from section (6.4) is a rotation of 7/4 about e, axis)
0 0 1

and the inertia tensor in the {e/} basis has components I7,(0) = (LI(O) LT)ij so that

1 1 1 -1
, (G e N2
0 0 1 0 0 4 0 0 1
1 00
= 4ma® [0 3 0
00 4

We see that the tensor is indeed diagonal with diagonal elements which are the eigenvalues
(principal moments of inertia).

Remark: Diagonalisability is a very special and useful property of real, symmetric tensors.
It is a property shared by the more general class of Hermitian operators which you will meet
in quantum mechanics. A general tensor does not share this property. For example, a real
non-symmetric tensor cannot in general be diagonalised by an orthogonal transformation.
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12 Fields

Many physical quantities vary in some region of space, e.g. the temperature 7'(r) of a body.
To study this we require the concept of a field.

If to each point r in some region of space there corresponds a scalar ¢(z1, x2,x3), then ¢(r)
is a scalar field.

Ezamples: temperature distribution in a body T'(r), pressure in the atmosphere p(r), electric
charge density or mass density p(r), electrostatic potential ¢(r).

Similarly a vector field assigns a vector v(r) to each point 7 of some region.

Ezamples: velocity in a fluid v(r), electric current density j(r), electric field E(r), magnetic
field B(r) (actually a pseudovector field).

A vector field in 2-d can be represented graphically, at a carefully selected set of points 7, by
an arrow whose length and direction is proportional to v(r) e.g. wind velocity on a weather
forecast chart.

12.1 Level Surfaces or Equipotentials of a Scalar Field

If ¢(r) is a non-constant scalar field, then the equation ¢(r) = ¢ where ¢ is a constant, defines
a level surface or equipotential of the field. Different level surfaces do not intersect, or ¢
would be multi-valued at the point of intersection.

Familiar examples in two dimensions are contours of constant height on a geographical map,
h(z1,x2) = ¢, which are of course level curves rather than level surfaces. Isobars on a weather
map are level curves of pressure p(z1,x2) = c.

Examples in three dimensions:

(i) Let ¢(r) =r® =a?+af+af=2a"+y" + 2
The level surface ¢(r) = r§ is a sphere of radius r centred on the origin.

As rq is varied, we obtain a family of level surfaces or equipotentials which are concen-
tric spheres.

(ii) The electrostatic potential at r due to a point charge ¢ situated at the point a is

o(r) = L 2

~ dre |r—q
The equipotentials or level surfaces are concentric spheres centred on the point a.

(iii) Let ¢(r) = k- 7.

The level surfaces are planes k - r = constant, with k£ normal to the planes.

(iv) Let ¢(r) = exp(ik - ), which is a complex scalar field.

Since k - r = constant is the equation for a plane, the level surfaces are again planes.
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12.2 Gradient of a Scalar Field

How do we describe mathematically the variation of a scalar field as a function of position?

As an example, think of a 2-d contour map of the height h = h(zq,x3) of a hill. h(zq,z5) is a
scalar field. If we are on the hill and move in the x;—x5 plane then the change in height will
depend on the direction in which we move (unless the hill is completely flat!) For example
there will be a direction in which the height increases most steeply: ‘straight up the hill.’
We now introduce a formalism to describe how a scalar field ¢(r) changes as a function of r.

Mathematical Note: A scalar field ¢(r) = ¢(x1, 2, x3) is said to be continuously differ-
entiable in a region R if its first order partial derivatives

o) o)
oxy ' Oxs ox

ewist, and are continuous at every point r € R. We will generally assume scalar fields are
continuously differentiable.

9¢(r)

Let ¢(r) be a scalar field, and consider 2 nearby points: P with position vector r, and @
with position vector r 4 07. Assume P and @) lie on different level surfaces as shown:

¢ =constant2

¢ =constant]

0

Now use the definition of the derivative (or lowest-order Taylor’s theorem) for a function of
3 variables to evaluate the change in ¢ as we move from P to )

00 o(r +or) — o(r)
= ¢(x1 + 621, xo + 09, T3+ O0x3) — O(21, T2, T3)

0
= gb(l‘l, T2 + (51}2, T3 + (S[Eg) + g:iZ) (51‘1 — Qb([)’}l, T, ZL’3) 4+ ...
1
~ 0¢(r) 0¢(r) 9¢(r)
= om oxy + o, 09 + s dx3 + O(0x; o)

where we assumed that the higher order partial derivatives exist. Neglecting these higher
order terms, we write

0=V o-or
where the 3 quantities
_ 99 _
(Y@Z = or; i®




form the Cartesian components of a vector field
¢ 0] ¢ 0]

e €s+ €3 = ——€;
8$1 =1 * 8172 =2 8x3 =3 8:@ -

where we used the summation convention in the last line, there is an implicit sum over the
dummy index 7. (See later for a derivation of the transformation properties of V ¢.)

Vo(r)

Note that the partial derivative 0¢/0x, is the derivative of ¢(r) with respect to z;, keeping
T and x3 fixed, etc.

In ‘xyz’ notation

— Bz = oy —Y 0z £z
The vector field V ¢(r) is called the gradient of ¢(r), and is pronounced ‘grad phi’.

Example: Calculate the gradient of ¢(r) = 7> = 23 + 23 + 23 .

0
(Vr?) = a—xl(ﬁ + a5+ a3) = 21

Similarly for x5, x3, and hence
Vrt=2r

12.3 Interpretation of the gradient

In deriving the expression for d¢ above, we assumed that the points P and Q) lie on different
level surfaces. Now consider the situation where P and () are nearby points on the same
level surface. In that case, ¢ = 0 and so

56="V6-br=0

Vo

The infinitesimal vector or lies in the level surface at r, and the above equation holds for all
such dr, hence

V ¢(r) is normal to the level surface at r.

To construct a unit normal n(r) to the level surface at r, we divide V ¢ by its length

= z_qb or
n(r) = Vol (for |V ¢l #0)
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12.4 Directional Derivative

Consider the change, d¢, produced in ¢(r) by moving a distance ds in the direction of the
unit vector $, so that or = ds 3. Then

56 ="V ¢-br=(V¢)-40s
As ds — 0, the rate of change of ¢ as we move in the direction of 5 is

d¢

5 Yo=Y costd (34)

where 6 is the angle between 5§ and the normal to the level surface at r.

5-V ¢ is called the directional deriwative of the scalar field ¢ in the direction of 5

The directional derivative has its mazimum value when s is parallel to V ¢, and is zero when
ds 5 lies in the level surface. Therefore

V ¢ points in the direction of the maximum rate of increase in ¢

Recall that this direction is normal to the level surface. A familiar example is that of contour
lines on a map: the steepest direction is perpendicular to the contour lines.

Example: Find the directional derivative of ¢(r) = zy(x + 2) at the point (1,2, —1) in the
direction of (e + gy)/\/§.

Vo= Q2ry+yz)e, +x(x+ z)gy +aye, =2 +2e, at  (1,2,—1)

Thus at this point

1
E(zﬁzy)iézﬂ

Physical example: Let T'(r) be the temperature of the atmosphere at the point r. An
object flies through the atmosphere with velocity v. Obtain an expression for the rate of
change of temperature experienced by the object.

As the object moves from 7 to r 4 dr in time 6¢, it sees a change in temperature

§T = VT-br = (yr%)ét

Taking the limit 6t — 0, we obtain

dT'(r)
dt

=v-VT(r)
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13 More on gradient, the operator del

13.1 Examples of the Gradient in Physical Laws

Gravitational force due to the Earth: The potential energy of a particle of mass m at
a height z above the Earth’s surface is ¢ = mgz. The force due to gravity can be written as

F=-V¢=—-mge,

Newton’s Law of Gravitation: Now consider the gravitational force on a mass m at r
due to a mass mg at the origin. We can write this as

Gmmy
- 2

E:

| 3>
|

= -Vo

r

where the potential energy ¢ = —Gmmg/r and 7 is a unit vector in the direction of r. We
shall show below that V (1/r) = —r/r®.

In these two examples we see that the force acts down the potential energy gradient.

13.2 Examples on gradient

The previous example on directional derivatives used the ‘zyz’ notation. This gets unwieldy
for more complicated examples, and suffix notation is more convenient.

(i) Let ¢(r) =r? = 2] + a3 + 23, then

0
(ZTQ)Z' = %(ﬁ + x% + x%) = 2x; or 272 = 2f

Or, using the shorthand 9/0x; = d; and the summation convention to write r? = z;x;
<2T2>i = 8, 7”2 = 8Z (l’jl’j) = 5ijxj + 'ijsij = 2ZL‘Z

where we used the important property of partial derivatives

81:]-
(91:2-

= (Sij = &wj

The level surfaces of r? are spheres centred on the origin, and the gradient of 7 at r
points radially outward with magnitude 2r.

(ii) Let ¢ = a-r where a is a constant vector.
(V(a-r))i = Oilaj;) = ;05 = a;

This is not surprising, since the equipotentials a - r = ¢ are planes orthogonal to a.
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(i) Let ¢(r) = r = /a2 + a3+ a3 = (w;z;)"/?

(V)i = 0 (xya)?
1
= 3 (22;) "2 05 (wpay,) (chain rule)

1
= — 2
2rx

= (1) so [ Vr= -1 =

S |
| 3>

The gradient of the length of the position vector is the unit vector pointing radially
outwards from the origin. It is normal to the level surfaces which are spheres centered
on the origin.

13.3 Identities for gradients

If ¢(r) and 9(r) are real scalar fields, then:

(i) Distributive law

Vip+y) =

1<

¢+ Vi

Proof:
(Vo +v), = 0(o+v) = do+ob = (Vo) + (V)

(i) Product rule

Viey) = (Vo)v+o (V)

Proof:
(V(¢0)), = di(¢v) = (@id)w+0(0) = (V)¢ +6(V),

(iii) Chain rule: If F(¢(r)) is a scalar field, then

vre - T v
Proof:
0 dF(6) 09 _ dF(9)
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Example of Chain Rule: If ¢(r) = r we can use result (iii) from section (13.2) to give

vre) = v, - 20,

If F (qﬁ(ﬁ)) = 1", we have ¢(r) = r as in the previous example, and so

V) = SO = () = ()

In particular

We can also do this directly in suffix notation

<Y (%))1 = 0; (zjr;)”

13.4 Transformation of the gradient

N
|
I
—
8
E
8
=
N~—
&
~
[\
(\]
=2
S
8
<.
|

We now prove that the gradient of a scalar field is indeed a vector field - thus far we merely
assumed it was!

Let the point P have coordinates z; in the {e,} basis, and the same point P have coordinates
x; in the {e/} basis, i.e. we consider the vector transformation law x; — @} = {;; x;.

¢(r) is a scalar field if it depends only on the physical point P and not on the coordinates
x; or x, used to specify P. The value of ¢ at P is invariant under a change of basis, but the
function may look different, i.e.

@' (o, x5, xé) = ¢(x1, T2, 73)

Similarly a is a vector field if its components transform as

a;(zy, x5, xé) = lip ap($1, Tg, T3)

Now consider V ¢ in the new (primed) basis. Its components transform as

Jx; 0O
oL (r) = (o), oy, b)) = =2 —— ¢(x1, 2o,
ng (_) 81‘; ¢( 1 2 3) 81‘; ax] ( 1 2 3)
(using the chain rule). Now since x; = (j; x}, (inverse transformation for vector components)
(91:j 85(,’2,
o = L ou! = L0, = Ly

Hence P
9, ¢'(r') = Ly E P21, T2, 13) = L35 0;0(r)
J

which shows that the components of V ¢ transform in the same way as the components of a
vector. Thus V ¢(r) transforms as a vector field as claimed.
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13.5 The operator del

We can think of V as a vector operator, called del, which acts on the scalar field ¢(r) to
produce the vector field V ¢(r).

0
In Cartesians: V = ¢ . +eyg— +e€3

We call V an ‘operator’ since it operates on something to its right. It is a vector operator
because it has vector transformation properties,

o = 0,0,

We have seen how V acts on a scalar field to produce a vector field. We can make products
of the vector operator V with other vector quantities to produce new operators and fields
in the same way we could make scalar and vector products of two vectors.

For example, the directional derivative of ¢ in the direction s, was given by 5 -V ¢. More
generally, we can interpret a - V as a scalar operator

a-V = a0
i.e. a -V acts on a scalar field to its right to produce another scalar field

Cwdd = @00 00
(@a-V)o = a;0:0 = a o + ag Dy + as e

We can also act with this operator on a vector field b(r) to get another vector field,
(@-V)b=ei(a-V)bh+ey(a-V)b+ez(a-V)bs

or, equivalently, in components

a-V)b = a;0;b;

The alternative expression a - (z Q) is undefined because V b doesn’t make sense.

(For this reason, the parentheses are sometimes omitted, and a-V b is taken to mean (a-V ) b,
but I wouldn’t recommend doing this.)

NB Great care is required with the order in products since, in general, products involving
operators are not commutative. For example

a-V #V-a

The quantity a - V is a scalar differential operator whereas V - a = 0; a; gives a scalar field
called the divergence of a.
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14 Vector Operators, Div, Curl and the Laplacian

We now combine the vector operator V (del) with a vector field to define two new operations
div and curl. Then we define the Laplacian.

14.1 Divergence

We define the divergence of a vector field a(r) (pronounced ‘div a”’) by

In Cartesian coordinates

da;  Oay  Oas Oa N Ja, n da,

1<
§S
Il
_|_
+
I

= aiai

Il
8

It’s easy to show that V - a is a scalar field when a is a vector field:

Under a transformation z = ¢;; z;, we have 0, = ¢;; 0, so
(V -a) = 0 a; = (£i; 0;) (lix ax) = 631 0y ax = Dja; =V -a

Hence V - a is invariant under a change of basis and is thus a scalar field.

Example: If a(r) = r then V.r = 3| which is a useful and important result.

oy 0wy O
Explicitly: Veor=22 22 00 g =3

8331 8332 8553
In suffix notation: 5
x.
y-r o,

Example: In ‘zyz’ notation, let a = z?2 e, — 2y322gy + 2?2 €.

0 0 3}
V-oa = 9z (2%2) — oy (2y°2%) + 92 (zy”2)
= 2zz — 6y%2% + 2y
Then, at the point (1,1, 1) for instance, V-a =2 -6+ 1= —3.
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14.2 Curl

We define the curl of a vector field a(r) by

curla(r) = V xa(r)

Note that V x a is a vector field (more precisely, a pseudo-vector field, if a is a vector field).

In Cartesian coordinates

0
Vxa =¢ (VXa) = e €ir—=—a
—_— = =1 (_ —)7, €; Cijk an k
Equivalently, the i*" component of V x a is
(z X g)z = €k 8j ag
More explicitly
8a3 8a2
Vxa), = ——— celc
(_ _)1 8x2 8.’133
We can also write the curl in determinant form, as for the ordinary vector product:
Vxa = Y 0 0 or 2 2 g
Oxry Oxy Oxg oxr Oy 0z
aq as as Az Ay Ay
Example: Ifa(r)=r then Vxr=0 another useful and important result
EXphCiﬂy: (z X E)l = €k ajxk = €k (Sjk = €55 = 0
€1 €9 €3
or, using the determinant formula, Vxr = |0, 0 03| = 0
Iy T2 T3
Example: Compute the curl of a = 2%ye, + y*re, + zyz e,
e e e
—T -y —Z
o o0 0 2 2
V xa = — — = |=(@®z—=0e —(yz—0)e +(y"—2")e
Vea= | 2 2 L=t 0c, (- 0e, + (P —a)e,

2%y Y’z ayz
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14.3 Physical Interpretation of div and curl

A full interpretation of the divergence and curl of a vector field is best left until after we have
studied the Divergence Theorem and Stokes’” Theorem respectively. However, we can gain
some intuitive understanding by looking at simple examples where div and/or curl vanish.

First consider the radial field @ = r. We have just shown that

V.r=3and V xr =0. We may sketch the vector field a(r) by \ T /

drawing vectors of the appropriate direction and magnitude at

selected points. These give the tangents of ‘flow lines’. Roughly AN ? N
speaking, in this example the divergence is positive because big- g ‘ N
ger arrows come out of any point than go into it. So the field
‘diverges’. (Once the concept of flux of a vector field is under- / \
stood this will make more sense.)
v
Now consider the field v = w x r where w is a constant
vector. One can think of v as the velocity of a point in a
rigid rotating body. The sketch shows a cross-section of
the field v with w chosen to point out of the page. We
can calculate V x v as follows:
v
(Vx(wxr)), = emdj(wxr), = €jidjermwiTm
0
= (04 0jm — Oim 0j1) wi Ojm (because & 0)
a[I)j
= (widj; —dijw;) = 2w

Thus we obtain yet another useful and important result:

Vx(wxr)=2w

We also have V - (w x r) = 0:

V- (g X f) = 82 €ijk Wj Tk = €45k W5 5zk = €Wy = 0

To understand intuitively the non-zero curl imagine that the flow lines are those of a rotating
fluid with a ball centred on a flow line of the field. The centre of the ball will follow the flow
line. However the effect of the neighbouring flow lines is to make the ball rotate. Therefore
the field has non-zero ‘curl’ and the axis of rotation gives the direction of the curl. In
the previous example (a = r) the ball would just move away from origin without rotating
therefore the field 7 has zero curl.

Terminology:
(i) f V- a=0 in some region R, we say a is solenoidal in R.

(ii) If V x a =0 in some region R, we say a irrotational in R.
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14.4 The Laplacian Operator V?

Consider taking the divergence of the gradient of a scalar field ¢(r)
o0 0

V-(V9) = g5 55,8 = 9=V
V2 is the Laplacian operator, pronounced ‘del-squared’. In Cartesian coordinates
o 0
2 _ — . = 2
Ve = oz, 0z, = 0;0; = 0

More explicitly

o Po  Po P Po 0%
dz3  Ox3  0a3 dz2 Oy 0x?

Vi =

The Laplacian of a scalar field V2 ¢ is a scalar field, i.e. the Laplacian is a scalar operator.
Under the transformation z; = ¢;; x; we have 0] = ¢;; 0, so

(V2)/ - 8:82’ - g@]aj&ka}c - (5jk8j ak - 8]'6]' - V2

Example: Using indices
V2 7’2 = @ QZ (C(Zjl’j) = 6, (21’1) = 25“ =0
Or, directly, using simple results derived previously,

Vir? = 2(27"2) = z-(Qf) =2x3 = 6.

In Cartesian coordinates only, the effect of the Laplacian on a vector field a is defined to be

0? 0? 0?
@ = didia 8:1:%2+ 8x§g+ (%z?,,g

The Laplacian acts on a vector field to produce another vector field.

15 Vector Operator Identities

There are many identities involving div, grad, and curl. It is not necessary to know all of
these, but you should know and be able to use the product and chain rules for gradients
(see Section (13.3), together with the product laws for div and curl given below. These are
almost obvious anyway!

You should be familiar with the rest and to be able to derive and use them when necessary.

It is also extremely useful to know and be able to derive the results for ubiquitous quantities
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This is like learning and understanding multiplication tables, or knowing the derivatives of
elementary functions such as sin x.

Most importantly you should be at ease with div, grad and curl. This only comes through
practice and deriving the various identities gives you just that. In these derivations the
advantages of suffix notation, the summation convention and €;;;, will (hopefully) become
apparent.

In what follows ¢(r), a(r) and b(r) are continuously-differentiable scalar and vector fields.

?

15.1 Distributive Laws
L V-(a+d) = V-atV-b
2 Vx(at+h) = Vxa+tVxb

The proofs of these are straightforward using suffix or ‘zyz’ notation and follow from the
fact that div and curl are linear operations.

15.2 Product Laws

The results of taking the div or curl of products of vector and scalar fields are the most
useful:

3. V-(¢a) = (V¢)-a+¢(V-a)
4. Vx(pa) = (Vo) xa+ ¢(V xa)

Proof of (4):
(Vx(¢a), = €0 (dar)
ek ((050) ar, + ¢ (9;ar))
= (z¢xg>i+¢(zxg)i

e, e, e,

One can also obtain this using ‘zyz’ notation: V x (gb a) = 2 2 3
- - or 0Oy 0z

pa, day ¢a,

The x component is

d(pa.) O(¢ay) (09 0o da, Oa
e (2o (D))
= (VYoéxa),+0(¥xa),

A similar proof holds for the y and z components, but suffix notation is so much quicker. ..

Although we used Cartesian coordinates in our proofs, the identities hold in all coordinate
systems (the concept of a vector is coordinate-independent).
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15.3 Products of Two Vector Fields

The following identities are useful but less obvious:

d.

1<

(@-b) = (a-V)b+(b-V)atax (Vxb)+bx(Vxa)
6. V-(axb) =b-(Vxa)—a-(VxD)

7. Vx(axb) =a(V-b)-b(V-a)+(-V)a—(a-V)b

Proof of (6):

Y (2 X l_)) = 0; (jpajby) = € (0ia;) by + €k a;j O;by

= brerij0;a; — ajé€jix 0; by,

b (Y xa), - o (Y xD),
Proof of (7):

(Vx(axb)), = €d;(axb),
= €k 0j (€kim arbm,)
= (0 0jm — Oim 0j1) 0; (a1 by)
= 0j(aib;) — 0;(a;b;)
= (0ja;) bj + a; (0;b;) — (95 a3) bi — a; (0;b;)
= (0-V)ai+(V-b)a—(V-a)bi—(a-V) b

Other results involving one V can be derived similarly.

Although identities 5, 6 & 7 may be used in explicit calculations, it’s usually just as easy to
apply the standard index notation rules (as we did in deriving them.)

Example: Show that V- (r~3r) =0, for r # 0 (where r = |r| as usual).

Method 1: Using identities and simple results: Using identity (3), we have

V() = (Vr)r 4077 (Ver)

But we’ve shown previously that Vr™ =nr" 27 and V - r = 3. Hence

-3 3
3
V() = (T—5£> rt s
-3 3
= F?‘Q + 5= 0 (except at r = 0)
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Method 2: Direct calculation using index notation:

V- (r7r) =0 (ai/r*) = Q) [r° + @i 0"
= 51'1'/7“3 +z; (—3371/7”5)
3/ =3/ =0 (except at r = 0)

15.4 Identities involving two Vs

8. Vx (z gb) =0 curl grad ¢ is always zero.
9. V. (z X g) =0 div curl a is always zero.
10. Vx(Vxa) =V (V-a)=Va

Proofs are obtained readily in Cartesian coordinates using suffix notation. You should know
the first two, and knowing the second is useful — but you can always derive it from scratch.

Proof of (8):

(V x (Z¢>))Z = €5, 0; (ZQb)k = €5 0; 0k @

0?¢ 0?¢
= €10 0; i = t
€ijk Ok 0j @ (smce 02, 02g 09 01 e c)
= €00, @ (interchanging labels j and k)
= —€;10;0k¢ (tkj — ijk gives minus sign)

= —(Ux(¥9), =0

since any vector equal to minus itself is must be zero. The proof of (9) is similar. It is
important to understand how these two identities stem from the anti-symmetry of €.

Identity (10) can be proven using the identity for the product of two epsilon symbols —
tutorial. Again, the proof is far simpler than trying to use ‘zyz’ — try both and see for
yourself. It is an extremely important result and is used frequently in electromagnetism,
fluid mechanics, and other ‘field theories’.

Identity (10) is also used in curvilinear coordinate systems to define the action of the Lapla-

cian on a vector field as
Vo= ¥ (V)oY (Yxa)

(See Junior Honours courses.) A mnemonic for the Laplacian acting on a vector field is
GDMCC — Grad-Div Minus Curl-Curl.

Finally, when a scalar field ¢ depends only on the magnitude of the position vector r = |r|,
we have 20/ (1) |
,
Vo) = o)+ 2 = (P
where the prime denotes differentiation with respect to r. Proof of this relation is left to the
tutorial.
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16 Scalar and Vector Integration and Line Integrals

16.1 Polar Coordinate Systems
Before starting integral vector calculus we give a brief reminder of polar coordinate systems.

In the figures below, dA indicates an area element and dV a volume element. Note that
different conventions, e.g. for the angles ¢ and 6, are sometimes used.

Plane polar coordinates: (7, ¢)

A
y rde X =TI COS(
S y=rsing
/\ r. dA =rdrdg
,’/'?/ d(p
N _
X

Cylindrical coordinates: (p, ¢, 2)

£ ; p X = pCosp
o ldz Y=psne
P z=7
dV =pdpdedz
xS0 Y

W g

Spherical polar coordinates: (r, 0, ¢)

y4
‘*“~1::;;\dr rde X =rsind cos@
y=rsin@sing
0 dor 3 ; Z=r cosd
o dV =r2sin6 dr do dg
dg -
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16.2 Scalar & Vector Integration

You should already be familar with integration in IR', IR?, IR*. Here we review integration
of a scalar field with an example.

Consider a hemisphere of radius a centered on the e ; axis, with its bottom face at x3 = 0. If
the mass density (a scalar field) is p(r) = o/r where o is a constant, what is the total mass,
M, of the hemisphere?

It is most convenient to use spherical polar coordinates. Then dV = r?sin 6dr df d¢ and

a /2 2w a
M = / p(r)dV = / 7’2,0(7“)617“/ sin@d@/ dp = 27?0/ rdr = woa?
hemisphere 0 0 0 0

Now consider the centre of mass vector
ME= [ rptw)av
v

This is our first example of integrating a vector field,  p(r), in this example. To do this, we
integrate each component in turn using r = rsinfcos¢e, +rsinfsinge, +rcosb e,

a w/2 2m
MX = / 3 p(r) dr/ sin? GdQ/ cos¢ dp =0 (since the ¢ integral gives 0)
0 0 0
a w/2 2m
MY = / r3p(7‘)dr/ sin? 9d9/ sing dp =0 (since the ¢ integral gives 0)
0 0 0

a w/2 2r a /2 o 20
Mz = / r?’p(r)dr/ sin@cos&d@/ dp = 27m/ T’QdT/ MY 0
0 0 0 0 0 2

onoa® [—cos20]™? roa’
3 4 3 —

€3

wle

0

16.3 Line Integrals

As an example, consider a particle constrained to move
on a wire. Only the component of the force along the
wire does any work. Therefore the work, dW, by the
force in moving the particle from r to r + dr is

AW = F -dr

The total work done in moving the particle along a wire
which follows some curve C' between two points P, () is

vmz/%W=L£@dc

P

0

This is a line integral along the curve C'

More generally, let a(r) be a vector field defined in the region R, and let C' be a curve in R
joining two points P and (). As usual, r is the position vector at some point on the curve,
and dr is an infinitesimal vector along the curve at r.
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The magnitude of dr is the infinitesimal arc length: ds = \/dr - dr

We define ¢ to be the unit vector tangent to the curve at r (points in the direction of dr)

Formally, we define the line integral

T
|
Q.
13
o
wn
o
=
D
B
©
=
B
wn
=
B
o
>
e
S.
e
=
aQ
o+
=
@]
o
=
=
<
D
=
-+
o

intervals: -
) — ) — I (@)Y . +() (4)
/C@d_—/cgéds—(gslfoy (a(r®) - ") os

the ' interval having length §s, unit tangent vector @), etc. It can be shown that the
limit is unique.

In general, / a - dr depends on the path joining P and Q).
c

In Cartesian coordinates, we have

/g-d_ = /aidxi = /(aldxl—i—agdxg—i-agdxg)
c c c

16.4 Parametric Representation of a line integral

Often a curve in 3d can be parameterised by a single parameter, e.g. if the curve were the
trajectory of a particle then the parameter would be the time . Sometimes the parameter
of a line integral is chosen to be the arc-length s along the curve C.

If we parameterise by A (varying from Ap to Ag) then

AQ dr e diﬂl d.’L’Q d[lfg
dr = R A B R Y
/09 r /AP (9 d>\> /AP (“1 Ty T d)\)

If necessary, the curve C' may be subdivided into sections, each with a different parameteri-
sation (piecewise smooth curve).

and

Example: Let a = (32% + 6y) [ 14yzgy + 20$z2gz. Evaluate / a - dr between the
c
points with Cartesian coordinates (0,0,0) and (1,1, 1), along the two paths C:

(i) (0,0,0) — (1,0,0) — (1,1,0) — (1,1,1)

(3 contiguous straight lines parallel to the z, y & z axes respectively.)

i) =X y=X,2z=Xfrom A =0to A = 1.
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O

(1.0.0)

(i) (a) Along the line from (0,0,0) to (1,0,0), we have y = z = 0, so dy = dz = 0, hence
dr =e_dr and a = 32° ¢_ (the parameter is  here), and

(1,0,0) z=1 )
/ a-dr = / 3x2dr = [m?’}o =1
(0,00 =0

(b) Along the line from (1,0,0) to (1,1,0), we have z = 1, dz = 0, z = dz = 0, so
dr=e dy (the parameter is y here), and

a = (32 +6y)|,_, e, = B+6ye,

(1,1,0) y=1
= a-dr = / (3+6y)e, e dy =0
(1,00 y=0 - Y

(c¢) Along the line from (1,1,0) to (1,1,1), we have x = y = 1, de = dy = 0, and
hence dr = e _dzand a =9e —14ze + 20z° e _, therefore

(1,1,1) z=1 20 .1° 20
/ a-dr = / 202%dz = {—23} = —
(1,1,00 2=0 3 0 3

Adding the 3 contributions we get

20 23
/a-dr = 1404+ — = — along path (1)
o 3 3

(ii) To integrate a = (32° + 6y) e, — ldyze + 20x2°¢ , along path (2), we parameterise
ro= de,+Ne +Ne,
L 2he +3)2
D GeTeng,ToATe,

— (3)\2 + 6)\2) e, — 14)\5§y + 20)\7g2 so that

d A=1
/ (9. _i) A\ = / (922 — 28X° + 60X%) dA = [3A% — 4N+ 6A1], = 5
c A

d 0
Hence / a-dr = 5 along path (2)
c
In this case, the integral of a from (0,0,0) to (1,1, 1) depends on the path taken.

68



The line integral / a - dr is a scalar quantity. Another scalar line integral is / f ds where
c

c
f(r) is a scalar field and ds is the infinitesimal arc-length introduced earlier.

Line integrals around a simple (doesn’t intersect itself) closed curve C' are denoted by %
c

e.g. 7{ a-dr = the circulation of a around C
c

Example: Let f(r) = az® + by*. Evaluate j{ f ds around the unit circle C' centred on the

c
origin in the z—y plane:

r=-cos¢p,y=sing, z=0; 0<¢ <27

We have f(r) = az?+by* = acos® ¢+ bsin® ¢

r = cosge_ —l—smqbgy

dr = (—sin¢gx+cosgbgy> do

so ds = 4/dr-dr = (sin2¢+cos2q§)l/2 do = do

Therefore, for this example,

2m
j{fds = / (acosZ¢+bsin2¢)dq§ = 7m(a+Db)
C 0

The length s of a curve C'is given by s = / ds. In this example s = 27.
c
We can also define vector line integrals, e.g.

(i) /gds = e, /ai ds in Cartesian coordinates.
c c

(ii) /gx dr = e; eijk/ a; dry, in Cartesian coordinates.
c c

(iii) / fdr = e, / fdx; in Cartesian coordinates.
c c

Example: Consider a current of magnitude I flowing along a wire following a closed path
C. The magnetic force on an element dr of the wire is Idr x B where B is the magnetic

field at r. Let B(r) =ze_+ ye, Evaluate 7{ B x dr for a circular current loop of radius

c
a in the z—y plane, centred on the origin.

B = acosge +asin¢gy

dr = (—asingng—l—acosqbgy) do

2 27
Hence ]{ Bxdr = / (a2 cos® ¢ + a? sin? gb) e dp = e, aQ/ dp = 2ma? e,
C 0 0
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17 Surface Integrals

1=

Let S be a two-sided surface in ordinary three-
dimensional space as shown. If an infinitesimal element

D of surface with (scalar) area dS has unit normal n, then

the infinitesimal vector element of area is defined by

dS = nds

Example: If S lies in the (z,y) plane, then dS = e _dx dy in Cartesian coordinates.

Physical interpretation: a-dS gives the projected (scalar) element of area onto the plane
with unit normal a.

For closed surfaces (e.g. a sphere) we choose n to be the outward normal. For open surfaces,
the sense of n is arbitrary — except that it is chosen in the same sense for all elements of the
surface.

=

If a(r) is a vector field defined on S, we define the (normal) surface integral

/g~d_ — /g-ﬂdS _ lim Z Q(i)) 55@
s s

m —
0S — 0 i=1

where we have formed the (Riemann) sum by dividing the surface S into m small areas, the
ith area having vector area 55’ . Clearly, the quantity a(r @) . Q(i) is the component of a

normal to the surface at the point 7"(1)

e We use the notation / a-dS for both open and closed surfaces. Sometimes the integral
s

over a closed surface is denoted by 7{ a - dS (not used here).
S

e Note that the integral over S is a double integral in each case. Hence surface integrals

are sometimes denoted by / / a-ds.
S
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Example: Let S be the surface of a unit cube (S = sum over all siz faces).

2N

On the front face, parallel to the (y, z) plane, at x = 1,
dS = ndS = e_dydz ]

On the back face at x = 0 in the (y, z) plane,

@§
IS

~N
!
!
/
!
/
!

" %\\dg

dS = ndS = —e_dydz

In each case, the unit normal n is an outward normal )
because S is a closed surface.

/

If a(r) is a vector field, then the integral / a - dS over the front face shown is

S
z=1 y=1 z=1 y=1
z=0 y=0 z=0 y=0

The integral over y and z is an ordinary double integral over a square of side 1. The integral
over the back face is

z=1 y=1 z=1 y=1
—/ / a-e, dydz = —/ / g
z=0 y=0 z=0 y=0

The total integral is the sum of contributions from all 6 faces.

dy dz

=1

dy dz

=0

17.1 Parametric form of the surface integral
Suppose the points on a surface S are defined by two real parameters v and v
r= Z(u’v) = (x(u> U), y<uvv)> z(“v”))
e the lines 7(u,v) for fixed u, variable v, and

e the lines 7(u,v) for fixed v, variable u

are parametric lines and form a grid on the surface S as shown.

a

constantu

lines of
constantv
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If we change u and v by du and dv respectively, then r changes by dr with

Along the curves v = constant, we have dv = 0, and so dr is simply

0
dru = du
- U

r
where 8__ is a vector which is tangent to the surface, and tangent to the lines v = constant.
U

Similarly, for u = constant, we have

or
dr = —d
Lo ov v

or
SO 8__ is tangent to lines u = constant.
v

A
n

u=u,

We can therefore construct a unit vector n, normal to the surface at r

or  Or Jr  Or

n — —— X —= —— X —=

- Ju Ov Ju Ov

The vector element of area, dS, has magnitude equal to the area of the infinitesimal paral-
lelogram shown, and points in the direction of n, therefore we can write

or or or Or

dsS = (% X %) du dv

- ou v

Finally, our integral is parameterised as

or Or
/a-dS: //a- — X — | dudv
¢ v Ju— \Ou Ov

We use two integral signs when writing surface integrals in terms of explicit parameters u
and v. The limits for the integrals over u and v must be chosen appropriately for the surface.
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18 More on Surface and Volume Integrals

18.1 The Concept of Flux

Let v(r) be the velocity at a point r in a moving fluid.
In a small region, where v is approximately constant,
the volume of fluid crossing the element of vector area
dS = ndS in time dt is

(|v] dt) (dS cost) = (v-dS)dt

because the area normal to the direction of flow is

0-dS = dS cosf.
Therefore
v-dS = wolume per unit time of fluid crossing dS
hence / v-dS = wolume per unit time of fluid crossing a finite surface S
s

More generally, for a vector field a(r),

The surface integral / a-dS is called the flur of a through the surface S
S

The concept of flux is useful in many different contexts e.g. flux of molecules in a gas;
electromagnetic flux, etc.

Example: Let S be the surface of sphere z7 + 23 + 23 = R?. Find n and dS, and evaluate
the total flux of the vector field a(r) = 7/r? out of the sphere.

An arbitrary point 7 on S may be parameterised in spherical polar co-ordinates 6 and ¢ as

r = Rsinfcos¢e, + Rsinfsingpe, + Rcosble, {0<0 <7 0<¢<2rm}

0
SO a—g = Rcosticospe,; + Rcosfsingpe, — Rsinfe,
or o :
and 0_;S = —Rsinfsinge, + Rsinfcospe, +0ey
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dS > &,
r /o
6 | o
S =
&
Therefore
o O €q €9 €3
a—gxa—f = R cosfcos¢p R cosfsing —R sinf
¢ —Rsinfsing Rsinfcos¢ 0
= R?sin®fcospe, + R? sin®fsinge, + R? sinfcosf (cosQ¢+sin2¢)§3
= R?sind (sinfcosge, +sinfsinge, + coshes)
= R*sinf 7
Hence n = r
37“ or ) .
and as = == 8¢ dod¢ = R’sinfdfde

This provides an algebraic derivation of the result we obtained geometrically in Section (16.1).
On the surface S, we have r = R, and so the vector field a(r) = #/R?. The flux of a through
the closed surface S is then

™ 2w
/a-dS:/ sin@d@/ dp = 4n
s 0 0

In this simple example, the result of the integral is just the surface area of a unit sphere.

Spherical basis: The normalised vectors (shown in the figure)

or /|or
) Q¢ = ¢

9T 59/ |o8

| 3>

Er

which we may write explicitly as

e, = sinfcos¢e; +sinfsinge, +cosbey
ey = cosbcospe; +cosfsingpe, —sinfe,
€, = —singe; +cosge,

form an orthonormal basis, i.e. e -e,=e,-e,=e -e,=0.
’ —r = Z9 =9 Z¢ =T

Since e _, €, and e s depend on position r, they form a non-Cartesian or curvilinear basis.
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18.2 Other Surface Integrals

If f(r) is a scalar field, we may define a scalar surface integral

/Sde

For example, the surface area of the surface S is

Jas = [usi =[]

We may also define vector surface integrals

[ras o5 [uis
S S S

Each of these is a double integral, and is evaluated in a similar fashion to the scalar integrals,
the result being a vector in each case.

— X —| dudv

or Or
ou O

v

Example: The vector area of the (open) hemisphere, 2?2 + z3 + 22 = R? (x3 > 0), of
radius R, is, using spherical polars,

2w w/2
S = /d§ = / / R*sinfe, dfds .
S ¢=0 J =0

Using e, =sinflcosge, +sinfsinpe, + cosf e; we obtain
/2 2 w/2 2
S = §1R2/ sin29d0/ cospdp + §2R2/ sin29d0/ singdo +
0 0 0 0

w/2 2r
§3R2/ Sinﬁcosﬁdﬁ/ d¢
0 0

= 0+0+7R%e,

The vector surface integral over the full sphere is zero because the contributions from the
upper and lower hemispheres cancel. Similarly, the vector area of a closed hemisphere is
zero because the vector area of the bottom face is —mR? e .

[as=o
2

For a proof, it is simplest to use the divergence theorem applied to an arbitrary constant
vector ¢ — see later.)

In fact, for any closed surface,
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18.3 Parametric form of Volume Integrals

We have already met and revised volume integrals in Section (16.2). They are conceptually
simpler than line and surface integrals because the element of volume dV is a scalar quantity.

In this section we discuss the parametric form of volume integrals. Suppose we can write
r in terms of three real parameters u, v and w, so that r = r(u,v,w). If we make a small
change in each of these parameters, then r changes by

or or or

dr = —d —dv+—=4d
T 0 u+ ER v+ T w
Along the curves {v = constant, w = constant}, we have dv = dw = 0, so dr is simply
0
dr = oz du
- u

with dr and dr_ having analogous definitions.
—v —w

The vectors dr dr and dr form the sides of an infinites-
imal paralleleplped of volume /

v = |dr -dr xdr
av = 209 o ava
o 8u ov ow wavaw

Example: Consider a circular cylinder of radius a, height c. We can parameterise r using
cylindrical coordinates. Within the cylinder, we have

r o= peose, +psinge, +ze; {0<p<a, 0<¢<2m 0<z<c}

lc
or _
Thus 8_; = cos¢e, +singe,
£,
or . .
55 = —psinoe tpcsoes o €
or /1
9. 3 4 av —P
or or Or 2
Andso dV = |= —><— dpdpdz = pdpdpdz ‘
dp 09 |

o
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The volume of the cylinder is just

z=c ¢=27 p=a
/dV = / / / pdpdpdz = mac.
A% z=0 J¢=0 p=0

Cylindrical basis: the normalised vectors

B or or or

r r r/|or
0= 95/ |op 96

. _Or [lor
6| 2T 82/ |oz

(shown on the figure) form an orthonormal curvilinear non-Cartesian basis.

o Ly =

Exercise: For spherical polars: r = rsinflcos¢e; +rsinffsinge, + rcost e; show that

or or 0
L2 Z drdode = r?sinddrddde

Vo= 15 a0 0o

19 The Divergence Theorem

19.1 Integral definition of divergence

Let a be a vector field in the region R, and let P be a point in R, then the divergence of a
at P may be defined by

. . 1

where S is a closed surface in R which encloses the volume 6V. The limit must be taken
so that the point P is within §V. (We assume the limit is independent of the shape of 6V.)

This definition of div a is basis independent.

We now prove that our original definition of div is recovered in Cartesian co-ordinates

Let P be a point with Cartesian coordinates (g, yo, 20)
situated at the centre of a small rectangular block of size
0z X 0y X 0, so that its volume is 0V = 6, 9, 0.

e On the front face of the block, orthogonal to the
x axis at © = xg + d,/2, we have outward normal
n=ec¢_andsodS=c¢_dydz

e On the back face of the block, orthogonal to the
x axis at x = xg — d,/2, we have outward normal
n=—e_andsodS=—e_ dydz

Hence a - dS = £ a, dydz on these two faces. Let us denote the union of the two surfaces
orthogonal to the e, axis by S,.
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The contribution of these two surfaces to the integral / a-dS is given by
S

/Ta 5 = /Z/y{ax(:vo—l—(Sx/Q,y,z)—ax(xg—éx/Q,y,z)}dydz
= [ J{ |0+ G G + o)

0z Oay
oo - G )+ 0|} avas

= // — (20, y, 2) dy dz

where we have dropped terms of O(2) in the Taylor expansion of a, about (zg,y, z).

So

1 j—

Oa,
v sﬂ'dﬁ " AL

%(1'07 Y, Z) dy dz

0
x5 Oy, aa d, 0, and we obtain
L 1(20,90,20)
da
lim — -dS = a
Ay 5 J, oS = g o )
With similar contributions from the other 4 faces, we find
leg = 6CL$ aay a(lz = z . Q

8x+3y+8z

in agreement with our original definition in Cartesian co-ordinates. Thus we can continue
to use the notation V - a for both forms.

Note that the integral definition gives an intuitive understanding of the divergence in terms
of net flux leaving a small volume around a point r. In pictures: for a small volume dV

|
A ~
/ /\ &)

diva> 0 diva<o diva=0
(flux in = flux out)
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19.2 The Divergence Theorem (Gauss’ Theorem)

Let a be a vector field in a volume V', and S be the closed surface bounding V', then

/Y-QdV = /9~d§
|4 S

Proof: We derive the divergence theorem by making use of the integral definition of V -a

V-a = a-ds.

51‘}90 W §S

Since this definition of V - a is valid for volumes of arbitrary shape, we can build a smooth
surface S from a large number, N, of blocks of volume AV® and surface AS®. We have

. 1 .
V-a(r?) = AV /As(i)ﬁ'dﬁJrO(e(“)

where € — 0 as AV® — 0. Now multiply both sides by AV® and sum over all i

N N N
Y Vear)av® = 3 / a-dS + Y DAy
i—1 JAS® Y

i=1

On the RHS the contributions from surface elements interior to S cancel. This is because
where two blocks touch, the outward normals are in opposite directions, implying that the
contributions to the respective integrals cancel.

Taking the limit N — oo we have, as claimed,

Vaw - [ois

\%4 S

19.3 Examples of the use of the Divergence Theorem

Volume of a body: This is simply given by

V:/dV
1%

vei[v.rav
3y~ -

Recalling that V - r = 3 we can write

On applying the divergence theorem, this becomes

1
V=c[r-ds
3/3Z =
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Example: Consider the hemisphere 22 + y? + 22 < R? centered on e, with its bottom
face at z = 0. Recalling that the divergence theorem holds for a closed surface, the above
equation for the volume of the hemisphere tells us

Vzl{/ rdS—l—/ rdS}.
3 hemisphere bottom

On the bottom face dS = —e_dS so that r-dS = —zdS = 0 since z = 0. Hence the only
contribution comes from the (open) surface of the hemisphere and we see that

1
V== / r-ds .
3 hemisphere_ -

We can evaluate this by using spherical polars for the surface integral. For a hemisphere of
radius R we showed previously that

dS = R*sinfdfdpe,
On the hemisphere, r - dS = Re, - dS = R® sinfdf d¢ so that

w/2 2m
/r-dS:R?’/ sinQdG/ do = 2rR?
s 0 0

giving the anticipated result
2m R3

V=
3

19.4 The Continuity Equation

Consider a fluid with density field p(r) and velocity field v(r). We have seen previously that
the volume flux (volume per unit time) flowing across a surface is given by [cv - dS. The
corresponding mass flux (mass per unit time) is given by

[ (ov)-ds= [ -as

where J = pv is called the mass current density .

Now consider a volume V' bounded by the closed surface S containing no sources or sinks of
fluid. Conservation of mass means that the outward mass flux through the surface S must
be equal to the rate of decrease of mass contained in the volume V.

oM
/SJ as=——-.

The mass in V' may be written as M = fv pdV . Therefore we have

0
av J-dS=0.
5 [oav [1oas

We now use the divergence theorem to rewrite the second term as a volume integral and we

obtain 5
D
V-JldV =20
K[m+ }

Since this holds for arbitrary V', we must have that
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This equation, known as the continuity equation, appears in many different contexts because
it holds for any conserved quantity. Here we considered mass density p and mass current
density J of a fluid; but equally it could have been number density of molecules in a gas
and current density of molecules; electric charge density and electric current density vector;
thermal energy density and heat current density vector; or even more abstract conserved
quantities such as probability density and probability current density in quantum mechanics.

To understand better the divergence of a vector field consider the divergence of the current
in the continuity equation:

0
if V-J(r)>0 then 8_§f) < 0 and the mass density at r decreases

if V-J(r)<0 then % >0 and the mass density at r increases

19.5 Sources and Sinks

Static case: Consider time independent behaviour where % = 0. The continuity equation
tells us that for the density to be constant in time we must have V -.J = 0 so that flux into

a point equals flux out.

However if we have a source or a sink of the field, the divergence is not zero at that point.
In general the quantity

4

— [ a-dS

|4 s

tells us whether there are sources or sinks of the vector field a within V. If V' contains

° asource,then/a-dS = V-adV > 0

S 14

e a sink, then /Q-dﬁz /z-ng<0
S 1%

If S contains neither sources nor sinks, then / a-dS =0.

S

Electrostatics: As an example consider electrostatics. You will have learned that electric
field lines can only start and stop at charges. A positive charge is a source of electric
field (i.e. it creates a positive flux) and a negative charge is a sink (i.e. it absorbs flux, or,
equivalently, creates a negative flux).

The electric field at r due to a charge ¢ at the origin is
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Then, for r # 0,
q r q 1 V.r q 3r 3
- — dmmeg — \r3 4d7eq <— (T3) rt 73 ) 47eq < e r+ 73

We also have s
/ E-dszq/f‘—:q@r:i
. - Arey Jg T3 47eq €0

phere _
(where the surface integral has been evaluated in section 18.1).

Now V- E =0, Vr # 0, so for any surface S enclosing a volume V' which includes the
origin, we have

/E-d - V-EdV:/ -EdV:/ E-ds = L
s v sphere _ sphere €0

We can replace the single charge ¢ by a collection of charges > . ¢; or a charge density p(r).
Hence

1<

v = [poas = = [ v
14

1% s €0 -
The second equality is Gauss’ Law of electrostatics.

Since this must hold for arbitrary V', we find

V-E:@

€0

which holds for all . This is Mazwell’s first equation of electromagnetism.

19.6 Corollaries of the divergence theorem
We may deduce several immediate consequences of the divergence theorem

V-adV = /a-dS
v s—

(i) Let @ = ¢ where ¢ is a constant vector, then [gc-dS = 0. Since this holds for
arbitrary ¢, we must have
/ dS =0
2

for any closed surface S as claimed previously.
(ii) Apply the divergence theorem to a x ¢ with ¢ = constant. Then
V- (axc)=0i(ejka;ck) = crerijOia; = ¢- (V X a)
and therefore

¢ [@xaav = [Ve@xga = [as-axe) = ¢ [asxa

This holds for all constant vectors ¢, hence

/andV:/dea
v s
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(iii) In suffix notation, the divergence theorem becomes

\4 S

For a second-rank tensor 7', we regard one index (j in this case) as a ‘spectator’ index,

SO
Vv S

This is the generalised divergence theorem. In particular with T}; = —¢;;,a; we recover
the result in (ii) above.

20 Line Integral Definition of Curl, Stokes’ Theorem

20.1 Line Integral Definition of Curl

N

Let 6S be a small planar surface containing the

point P, bounded by a closed curve 0C, with unit SC
normal n and (scalar) area §S. Let a be a vector

field defined on 4.5.

The component of V X a parallel to n is defined to be

. 1
n-(Vxa) = lim = ]gce-dz

NB: The integral around 0C' is taken in the right-hand sense with respect to the normal
n to the surface — as in the figure above.

This definition of curl is independent of the choice of basis. The usual Cartesian form for
curl can be recovered from this general definition by considering small rectangles parallel to
the x—y, y—z, and z—x planes respectively.

Let P be a point with Cartesian coordinates (xg, yo, 29) situated at the centre of a small
rectangle 6C' = ABCD of size 9, x ¢,, area 6S = d, d,, parallel to the z—y plane.
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The line integral around 6C' is given by the sum of four terms

B c D A
%a-d = / a-dr + / a-dr + / a-dr + / a-dr
s A T B c ~ D~

Since r = ze + ye, +ze, we have dr = e _dx along D — A and C' — B, and dr = gydy
along A — B and D — C. Therefore

B B c A
j{ a-dr = / aydy — / ag dr — / aydy + / a, dv
sC A c D D

For small 6, & d,, we can Taylor expand the integrands,

A A
/axd:r; = / az(x, Yo — 8y/2, 20) dx

D D

rotoe/2 8, da

y Olg 2

= a(, Y0, 20) — — —(x, Yo, 2 +O§}dz
/xoaz/z { (=290, 70) 2 3?/( 0, 20) (%)

B B
/axdx = / az(x,yo + 90y/2, 29) dx

C

20+0y/2 5, Oa,
= / [%(%%;%) + Ey —(z, 0, 20) + 0(53)} dx

0—0z/2 ay
SO
1 A c . N N
il a-dr + / a-dr} = {/ a, dr — / Cbxd:r}
s [/D - B 020y |Jp c
1 20+0z/2 da, 2
o | A + o)
Oay
o 0y (x07y07zo) as  0a, 5y — 0

A similar analysis of the line integrals along A — B and C' — D gives

1 B b day,
55 ; a-dr + ; a-dr| — %(ng,yo,ZO) as 0y, 6, — 0
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Adding the results gives, for our line integral definition of curl,

da da,
e (Txg) = (Txa), = |G|
Z0, Y0, 20

in agreement with our original definition in Cartesian coordinates.

The other components of V x a can be obtained from similar rectangles parallel to the y—z
and x—z planes, respectively.

It can be shown that V x a, when defined in this way, is independent of the shape of the
infinitesimal area 5.

20.2 Stokes’ Theorem

Let S be an open surface, bounded by a simple closed
curve C, and let a be a vector field defined on S, then

=

where C' is traversed in a right-hand sense about d.S.

As usual, dS = ndS where n is the unit normal to S. s

Proof: Divide the surface area S into N adjacent small surfaces as indicated in the diagram.
Let 6S® = 5@ n be the vector element of area at 7). Using the integral definition of

curl,
1

n-(Vxa) = lim j{cﬂ‘df
we multiply by §S® and sum over all i to get

N N N
S (T xa(r®) a9 650 = 3 ]{ aodr + Y €550
i=1 JC i=1

i=1 @

where 6C® is the curve enclosing the area 65, and the quantity ¢ — 0 as §S® — 0.

E(U
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Since each small closed curve 6C'® is traversed in the same sense, then, from the diagram,
N

all contributions to Z j{ a - dr cancel, except on those curves where part of §CD lies
=1 sC®

on the curve C'. For e;{ample, the line integrals along the common sections of the two small
closed curves 6C'™M and 6C® in the figure cancel exactly. Therefore

N
Zj{ a-dr = j{@df
i=1 /900 c

fcg-d_ - /S@xg)-czg - /szxg) s

20.3 Examples of the use of Stokes’ Theorem

Hence

Hemisphere: Given the vector field a = 4ye + ze s T 2ze _, verify Stokes’ theorem for
the (open) hemispherical surface z2 + y* + 22 = R? with z > 0.

On the hemisphere, we have V x a = —3e¢_, and we have shown previously that dS =
R%sin 6 df doe .

Direct integration then gives

/ Vxa-dS = / R? sinfdfdge, - (—3e)
hemisphere - hemisphere - N

w/2
= —67rR2/ sinfcosfdfd = — 3rR?
0

The closed curve C' bounding the hemisphere is a circle of radius R in the x—y plane.
Parameterising this by x = Rcos¢, y = Rsin ¢, gives dr = —Rsin¢d¢p, dy = Rcos ¢ do,

and so
j{ a-dr = j{ (4ydz + zdy)
c c

27
= / (—4R*sin® ¢ + R*cos® ¢) dp = — 37R?
0

Planar Areas: Consider a planar surface parallel to the x—y plane, and let the vector

field a be

1

a=3 —ye, + e,

We find V x a = e, and the vector element of area normal to the z—y plane is dS = dSe .

Hence
/an-dS = /ez-dS——/dS =5
s~ - = s~ - S

We can then use Stokes’ theorem to find the area of the surface

1
S = %a-d = —f(—ye +ze )-(dre +dye )
e 2l T - -

which gives
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S:

N | —

]{C(Idy—ydw)

where C' is the closed curve bounding the surface.

Example: Find the area inside the curve
$2/3 + y2/3 —1.

Use the parameterisation z = cos® ¢, y = sin® ¢, for 0 < ¢ < 27, so that

d d
d—x = —3cos’ ¢ sing ﬁ = 3sin® ¢ cos ¢

_ 1 &y 4z
- 27€<‘”d¢> yd¢) 0

1 2w
= = / (3 cos® ¢ sin® ¢ + 3sin® ¢ cos? gb) do
0

which gives

2

3

= §/2Trsin2gzﬁ cos’ pdp = §/27rsin22¢dg25 = —
2, 8/, -8

20.4 Corollaries of Stokes’ Theorem

We may deduce several immediate consequences of Stokes’ theorem,

/VXa-dS: fa-dr
s c-

where C'is the boundary (traversed in the anticlockwise direction) of the open surface S.

(i) If a = ¢, where c is a constant vector, then V x a = 0. Therefore c - ]{ dr = 0, and

c
fdr:()
o

(ii) Applying Stokes’ theorem to a = ¢ ¢ where c is a constant vector, we have

because c is arbitrary, we have

(V x (¢¢)) -dS = €n0i(dcr)dS; = creijpudS;id;p = c-(dS x Vo)

which gives

/S(Z><(¢g))-d§ _ 9./

S

ISx Vo = c- § odr
C

This holds for all constant vectors ¢, so

/Sd§><2d> = ]iqﬁdt
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(iii) In terms of indices, Stokes’ theorem is

s Ox; c

For a second-rank tensor 7', we again regard one index as a ‘spectator’ index, so

0T,
€ijk a—kldsz‘ = f Ty dxy,
s OZj c

This is the generalised Stokes’ theorem. In particular, with Ty, = ¢ d,; we recover the
result in (ii) above.

€ijk

21 The Scalar Potential

21.1 Defining the scalar potential

A vector field a(r) is irrotational or conservative if its curl vanishes, i.e.

Vxa=0

Path independence of line integrals for conservative fields

Let V x a = 0 and consider two (arbitrary) paths
Cy and Cy from point 7, to point r, say. Applying
Stokes’ theorem to the open surface S bounded by
these two paths gives

0= /S(zxg)-dﬁ = /C a(r')-dr’ — /C a(r')-dr’

where the —ve sign occurs in the second integral be-
cause both paths are from r to r. (We use 1’ as Ly
integration variable to distinguish it from the limits

of integration r , and r )
/ a(r') - dr' = / a(r') - dr'
o - oy -

This is true for any S, and therefore for any paths € and Cy between r  and r.

I<

G

0
Hence

Since /g(f’) -dr' is path independent it can be a function only of the end points of the path.

Clearly, the converse is also true: if the line integral between two points is path independent,
then the line integral around any closed curve (connecting the two points) is zero, and hence
V x a = 0. We just reverse the steps of the argument above.

Therefore

3

Vxa=0 <« pathindependence of / a(r’) - dr'
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21.2 A Theorem for Conservative Vector Fields

Since the line integral of a conservative vector field between two fixed points r
independent, there must exist a function ¢(r) such that

, and r is path

o) - olr) = [ at)ear ()

=0

The field ¢(r) is called the scalar potential of the vector field a(r).

It is useful to invert this equation (and to give a more conventional result) by considering
two neighbouring points r and r + dr, for which

dp = ¢(r+dr)—o(r)
= [o(r+dr)—o¢(r)] — [¢(r) — o(r,)]

r+dr T
= / a(r') -dr’ — / a(r') - dr’ (using equation (35))

=0

r+dr
= / a(r') - dr' (using path independence)

= a(r)-dr + O(ldr[*)
But d¢ = V¢ - dr (by definition), and since dr is arbitrary, we must have

a(r) = Vo(r)

The converse is trivial to prove: if a = V¢, then V x a =V x (V¢) =

Therefore

Vxa=0 & a=Vo

To determine whether a vector field is conservative, one simply checks whether V x a = 0.

NB: The scalar potential ¢(r) is only determined up to a constant. If ¢ = ¢ + constant
then V¢ = V ¢, so 9 is an equally good potential. The freedom in the constant corresponds
to the freedom in choosing , to calculate the potential. So ¢(r ) in equation (35) is just an
irrelevant constant. Equivalently, the absolute value of a scalar potential has no meaning,
only potential differences are significant.
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21.3 Finding Scalar Potentials
Method (1): Integration along a straight line

We have shown that the scalar potential ¢(r) for a conservative vector field a(r) can be
constructed from a line integral which is independent of the path of integration between the
endpoints. Therefore, a convenient way of evaluating such integrals is to integrate along a
straight line. Depending on the convergence of the integral, we have two (obvious) choices:

(i) r, = 0: If ¢(r = 0) is finite, we can parameterise the straight line by 7 = Ar, with
0 < A <1, sodr'"=d\r, and hence

¢(r) = /0 ) a(r’) -dr’ = /A - a(Ar) -rdA,

=0

(ii) | | = oo If ¢(r — o0) is finite, we parameterise the straight line by ' = Ar, with
1 <A< oo, s0dr'=dAr, and hence

Example 1: Let a = (2zy + 2°)e  + 2% + 32z .
We first check that V x a = 0, so the field is conservative (exercise). Then

o(r) = /0 1 a(Ar) - rdX

= /1 [(2/\2xy + )\323) T+ N2y + )\33x23} d\
0

2 1 1 3
= §x2y + sz3 + §x2y + Z:I:z?’
= m2y + z23

NB: Always check that your potential ¢(r) satisfies a(r) = V ¢(r) .

Example 2: Let a(r) =2 (c-7)r +r*c where a is a constant vector.

Check that a is conservative:

Vxa = 2[V(er)xr+(cr)Vxr]+(Vr’) xc

= 2[9><f—|—0}—|—2£><g =0
or, using indices,

(Vxa), = €x0;2(cqm)zy+x 2 8)
€ijk (2 q 5jl T + 22 . f(sjk + 2 5lj Ck)

= 26ijk (ijk—FSL'jCk) =0
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Thus

a(r') - dr' = /0 a(Ar) - (dAr)

(2 (e Ar)Ar + Mrfc) - rdA

1o
=3

e trten) [

0

= (e

This is a fairly elegant method and

is generally applicable.

Method (2): Direct integration “by inspection” (guessing)

Sometimes the result can be spotted directly.

Example 1 (revisited):

a = (2zy+ PN

ox

,3x2%)

0z

= <2 (%y + x2%), % (%y + x2%), 9 (%y + :cz3)>

=V (ny + xz3)

Similarly, if a(r) = (c- r) c where ¢

This can be tricky to spot though.

is a constant vector, then

a(r) = (c-r)e = (¢c-r)Vicr) =V (%(902 +const)

Method (3): Direct integration

Since a = V¢, we have

% _ oae,9,2)
ax_ Z'Ivyvz

%—a(x z) %—a(:ﬁ z)
ay_ Yy 7317 az_ z 7%

We can integrate these equations separately to give

¢($, y’ Z)
¢(x7 y7 z)
¢(x7 y’ Z)

and then determine the “constants”

— / a (', y, z)de’ + f(y, z)
v
= / Cly(SL’,y/,Z) dy/+g<x7 Z)
= / az(x,y,zl) dZ/+h({E7y>
of integration f(y, z), g(z, z) and h(z,y) by consistency.
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Example 1 (revisited): Let a = (2zy + 2%)e_+ xQQy + 3zz%¢ . Then

¢ = 2%y + 22° + f(y,2)
¢ = 2%y + g(z, 2)
¢ = x> + h(z,y)

These agree if we choose f(y,z) =0, g(z, z) = xz° and h(z,y) = 2%y

This is a straightforward method but it can get very messy.

21.4 Conservative Forces: Conservation of Energy

We now show how the name conservative field arises in Physics. Let the vector field F(r)
be the total force acting on a particle of mass m at position r. We will show that for a
conservative force, where we can write

F=-VV,

the total energy is constant in time. The force is minus the gradient of the (scalar) potential.
The minus sign is conventional.

Proof: Let r(t) be the position vector of a particle at time ¢. Denote the first and second
derivatives of r with respect to time by 7 (velocity) and 7 (acceleration) respectively.

The particle moves under the influence of Newton’s Second Law:
mit = F(r)

Consider a small displacement along the path of the particle: r — r 4 dr taking time dt.
Then
mi-dr = F(r)-dr = —VV(r)-dr.

Integrating this expression along a path from r , at time ¢ =t4, to r, at time ¢t = {5 yields

m/Bf dr = /VV dr.

We can simplify the left-hand side of this equation as follows,

TR 22 tBld 1
m/ i*-dr:m/ f-rdt—m/ : ‘dt:—m(v%—vi),
T T Zdt — 2

ta

where v, and vg are the magnitudes of the velocities at points A and B respectively.

The right-hand side gives

B 'p
—/ ZWDJCZ—/mM“ﬂ@—%
ra Ta
where V4 and Vg are the values of the potential V' at r , and r ,, respectively. Therefore
1 1
57711)21 +Va = §mv123 + Vs

1
and the total energy E = Emv2 + V' is conserved — it’s constant in time.

1
(Choosing F' = +V V would lead to E = §mv2 — V', a less desirable convention.)
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21.5 Physical Examples of Conservative Forces

Newtonian gravity and the electrostatic force are both conservative. Frictional forces are not
conservative: energy is dissipated and work is done in traversing a closed path. In general,
time-dependent forces are not conservative.

The foundation of Newtonian Gravity is Newton’s Law of Gravitation. The force F' on a

particle of mass m; at  due to a particle of mass m situated at the origin is given (in SI
units) by

r
F(r) = —Gmmlﬁ

where G' = 6.67259(85) x 10~'! Nm?kg® is Newton’s Gravitational Constant.
The gravitational field G(r) due to the mass at the origin is defined by

F(r) = miG(r) or G(r) = —Gm:;3 (36)

where the test mass my is so small that its gravitational field can be ignored. The gravita-
tional field is conservative because

3
ZX(%) =Z(%>Xt+%(2><t) = (—T—§>><f+0=0

or, using indices,
(Vx (r/r°), = eud;(an/r?) = e (Gju/r® = wjmp/r’) = 0
The gravitational potential defined by
G=-Vo

can be obtained from equation (36) by spotting the direct integration, giving

_Gm
T

¢ =

Alternatively, we may evaluate it by a line integral. Choosing r , = oo gives

¢m::5fQMdﬂ=—/¥wywz

o [e.e]

B o [1Gm(r-r)dx  Gm

= ) / r3 A2 r

Note: In this example, the vector field G is singular at the origin 7 = 0. This implies that
we have to exclude the origin, so it’s not possible to obtain the scalar potential at r by
integration along a path from the origin. Instead we integrate from infinity, which in turn
means that the gravitational potential at infinity is zero.

Note: Since F' = m; G = —V (my ¢), the potential energy of the mass my is V. = mq¢.
The distinction (a convention) between potential and potential energy is a common source
of confusion.
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Electrostatics: Coulomb’s Law states that the force F'(r) on a particle of charge ¢, situ-

ated at r in the electric field E(r) due to a particle of charge ¢ situated at the origin is given
(in ST units) by

qq T
F =qF = =,
— “wz 4meg 13

where ¢g = 107/(4nc?) = 8.854187817--- x 1072 C?N~'m~2 is called the permittivity of
free space. Again the test charge ¢; is taken as small, so as not to disturb the electric field.

The electrostatic potential may be obtained by integrating £ = —V ¢ from infinity to 7,

o= 4

4megr

The potential energy of a charge ¢; in the electric field is V' = ¢, ¢.

Note that electrostatics and gravitation are very similar mathematically, the only real dif-

ference being that the gravitational force between two masses is always attractive, whereas
like charges repel.
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