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a. Overview and Objectives 

The precise study of flavour physics has historically provided a wealth of knowledge of the properties of the Standard Model (SM) and has placed stringent limits on new physics beyond.  LHCb is the world’s leading heavy flavour physics experiment, currently taking data at the Large Hadron Collider (LHC). In this PRD bid we propose an R&D project to allow an upgrade of the LHCb Ring Imaging Cherenkov (RICH) photon detectors and electronics readout system which, together with a similar performance increase from other LHCb detector sub-systems, will allow a data rate on tape of at least ten times the current detector.  The upgraded LHCb experiment will then be sensitive to mass scales of 100 TeV and above in many generic New Physics scenarios.  

The current LHCb detector is designed to run at a reduced (with respect to ATLAS and CMS) luminosity of 2x1032 cm-2s-1 in order to ensure a low background from multiple proton-proton interactions. After five years of data taking, the LHCb experiment expects to have accumulated a data sample of around 5 fb-1. At that time continued running of LHCb at constant peak luminosity will become unprofitable since the statistical precision on measurements will improve very slowly.  To run at a luminosity to 1x1033 cm-2s-1 or higher with an improved triggering scenario will then allow searches for New Physics in ways that are not possible in the first phase of LHCb.  

The LHCb experiment has already started an R&D programme to evaluate the required technologies for a high luminosity LHCb upgrade, and the Letter of Intent has recently been submitted and well received by the CERN Large Hadron Collider experiments scientific Committee (LHCC) [1]. UK physicists wrote the particle identification (PID) and the physics chapters of the LoI and the UK groups play a key role in the upgrade. Significant R&D effort, starting now, is required to proceed towards realizing the challenging technology questions.
The current LHCb experiment has two trigger levels, the so-called Level-0, and the High Level Trigger (HLT). Level-0 is implemented in hardware, for example to reconstruct hadrons, electrons, photons and muons with high transverse energy. Its purpose is to reduce the rate of bean-crossings with p-p interactions to below 1.1 MHz, at which rate all LHCb detectors can be read out by the front-end electronics. When increasing the luminosity, to maintain a rate below the bandwidth limit for the Level-0, the ET threshold must be increased. Although for luminosities up to 5x1032 cm-2s-1 there is almost a linear increase in yield of the muon trigger, there is no gain in statistics for the important hadronic channels. Hence to retain the linear increase in statistics with luminosity for beauty and charm hadrons, it is necessary to adopt a radical new approach. For the front-end readout it is necessary to develop a 40 MHz readout for all sub-detectors, which is a rate also maintained off-detector, and further to develop a DAQ system with an estimated bandwidth of 5×104 Gbits/s. The  full trigger will then be executed exclusively in a CPU farm.
The first level of the upgraded trigger will require a displaced decay vertex. This has the added advantage of giving a true unbiased B-trigger. The 40 MHz front-end readout will then allow the experiment to increase the detector bandwidth to utilize this increase of statistics. Coupled with the luminosity increase, the 40 MHz throughput will allow an increase in the yield of hadronic channels by a factor 20 and muon channels by a factor of 10 when compared to nominal luminosity. The factor of 5 in luminosity will increase the mean number of interactions per crossing by approximately a factor of two. 
The versatility of the LHCb detector to run at up to 2 interactions per crossing (way beyond its design goal) has been spectacularly demonstrated in the 2010 running, where high beam currents in a reduced, nominally a factor 8, number of buckets of the LHC.  In this scenario, the power of the RICH detector to operate efficiently is demonstrated in Fig 1 for a sample of data taken at 900 GeV CM energy.
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Figure 1  – The power of the LHCb RICH detector, demonstrating the mass distribution of KK candidates (left) without and (right) with the RICH particle ID.  The (1020) is clearly observed above the backgroundwith the RICH discrimination .
To operate LHCb at 5 times the luminosity and to read these out at 40 MHz requires major upgrades to most of the detector systems. For the RICH detectors, which this PRD addresses, all front-end electronics must be replaced and the photon detectors replaced. The current RICH employs customized pixel Hybrid Photon Detectors (HPDs) with encapsulated front-end electronics [3]; the upgrade will require development of photo-detectors that can be read out at 40 MHz.

A schematic of the existing LHCb detector is shown in Fig 2. The LHCb experiment has two RICH detectors for PID, where the key momentum range is from 2 GeV/c up to 100 GeV/c [2]. The upstream RICH-1 has aerogel and C4F10 gas radiators, covering momenta from 2 to 10 GeV/c and 10 to 60 GeV/c, respectively. The downstream RICH-2 has a CF4 gas radiator and covers momenta up to beyond 100 GeV/c. The upgraded LHCb will retain the current two-RICH geometry, where the philosophy has been to re-use as much as possible all existing RICH mechanical and optical components. The current HPDs, which operate very successfully, cannot be re-used in the upgraded RICH detector since the HPD readout electronics are limited to a 1 MHz event readout rate, and  which is incompatible with the upgraded event readout rate of 40 MHz.  The fact that the HPD readout chip is integrated within the vacuum envelope of the HPD tube therefore precludes simply replacing the chip and retaining the photon detectors.  It is therefore proposed to replace the HPDs with multi-anode photomultipliers (MaPMTs) with external 40 MHz readout electronics.  It is on this novel readout system that this PRD proposal focuses.
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Figure 2  – A schematic of the existing LHCb detector.
b. Project description 

As explained above, we propose an R&D project to allow an upgrade of the LHCb RICH photon detectors and electronics system to operate at an off-detector output rate of 40 MHz and at a luminosity of 1x1033 cm-2s-1 or higher. Together with a similar performance increase from other LHCb detector sub-systems, this will allow a data rate on tape of at least ten times the current LHCb detector.  This PRD proposal describes a two-year R&D plan to develop the 40 MHz photon readout. The proposal focuses on cutting-edge technology, offers strategic opportunities to further enhance UK competiveness in LHCb, and aims to foster new links with industry. 
The general architecture for the new LHCb 40 MHz readout scheme is shown in Fig. 1. This is the electronics structure to which all detector sub-systems must conform.
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Figure 3 - A schematic of the LHCb readout architecture.

Currently the RICH system deploys pixel HPDs to detect and reconstruct the Cherenkov rings [3].  A total of 484 HPDs cover the ~3.3 m2 total photon detection area and, with 32x32 channels per HPD, gives an effective granularity of 2.5x2.5 mm2 at the photocathode surface. With the current RICH-1 granularity, the contribution in C4F10 to the Cherenkov angle resolution from the HPD pixellization is approximately equal to those contributions from the photon emission point error and chromatic dispersion.  Since the HPDs must be replaced in the upgraded LHCb detector, we must use a photon detector to match at least the current granularity.  A photon detector to meet these requirements is the Multi-Anode Photomultiplier tube (MaPMT).
The key workpackages of this proposal relate to the MaPMT and its readout:

i)   To evaluate the photon detector technologies;

ii)  To develop the 40 MHz readout system; 

iii) To evaluate this system in a CERN test-beam.

The LHCb UK group has wide experience with the R7600 generation of Hamamatsu MaPMTs [4,5]. The R7600 is a 64 (8x8) channel pixel device of active area 18.1x18.1 mm2, a pixel size of approximately 2x2 mm2 and a pixel pitch of 2.3 mm. The border of the R7600 is 25.7x25.7 mm2, hence the device suffers from a poor active-area fraction of ~50%. However all other properties serve well the requirements of the LHCb upgraded RICH.

A new generation of R7600, the Hamamatsu R8900, is currently available as a 16 (4x4) channel pixel device, but not yet as a 64 (8x8) device that would be required for the RICH. In a similar housing of size 26.2x26.2 mm2, it features a slimmer mounting of the window which allows the active area to increase to 23.5x23.5 mm2, giving a fractional cover of 80%. Another new generation of the metal-channel product line, the R11265, is under development at Hamamatsu (expected mid-2011). It uses the same housing as the R7600 and the slimmer window mount, and features a higher photoelectron capture efficiency than the R8900.  In a prototype, the active area is reported to be 23x23 mm2 giving a 80% fractional coverage, while the pixel pitch increases to 2.9 mm.

Due to its improved active-area coverage, the photon detector baseline is the R11265 series of MaPMT, with the R7600 as backup. However in the latter case, lenses would need to be employed to improve the effective active area. The R7600 has been partially characterized in the laboratory [6]. Excellent single-photon response is observed, however a channel-to-channel variation in gain up to a factor of two is measured. We plan to correct for this effect on a channel-by-channel basis in the front-end electronics readout. 

This proposal involves the laboratory characterisation, readout optimization, and magnetic tolerance of the R7600, comparing with the R11265 when it becomes available. An array of MaPMTs will then be tested in a prototype RICH detector in a CERN test-beam with customized 40 MHz readout.  

As explained above, the MaPMT readout must conform to the upgraded 40 MHz LHCb electronics architecture. The front-end chip will be an ASIC and must provide the shaping and amplification as well as discrimination and digitisation.  We have chosen binary readout as baseline, which is the cheapest option and minimizes the off-detector data throughput. The binary choice requires the ability to adjust channel-to-channel gain variations of the MaPMTs prior to discrimination on the front-end ASIC. It is also advantageous that the readout provides baseline recovery of the signal ideally within 25 ns, in order to suppress signal spill-over (which can give dead-time into adjacent bunches for binary readout). With these criteria in mind, we propose to evaluate a currently-available chip, the Maroc-3 [7], developed by the OMEGA Collaboration specifically for MaPMTs. In the present version, the Maroc-3 has a 25 ns fast-signal shaping time, and its power dissipation is 3.5 mW per channel.  Simulations will be made to investigate whether such a shaping time is compliant with the expected maximum occupancy at LHCb and whether spill-over/deadtime effects are tolerable.

The Maroc-3 ASIC will contain only the analogue sections of the readout: the amplifier, the discriminator and slow-control logic.  The rest of the decision logic will be implemented in a separate commercial Field Programmable Gate Arrays (FPGA) assuming it is proven to resist the radiation environment.  Indeed, this latter part of the readout sequence will be independent of the front-end chip.
The work-packages are now described in more detail.
WP1: Photon Detector characterization
The aim of this workpackage is to make tests of photon detectors for the RICH.
i) Characterisation of photon detectors: 

The next-generation R11265 MaPMT will be studied in the laboratory and compared to the R7600. The required time for baseline recovery of the front-end readout will be critical in the design-choice of the front-end, and will be assessed in simulation.

There are several issues to determine the suitability of the R7600 and R11265 in the LHCb RICH, and therefore the properties of these devices must be carefully verified:

· A channel-to-channel variation in gain of a factor 2 has been measured and reported by the manufacturer, and the consequences will be qualified.

· The specifications of cross-talk for the R7600 and R11265 will be compared and understood with realistic LHCb readout electronics.
· The R7600 and R11265 MaPMT response to longitudinal and transverse magnetic fields will be compared inside a Helmholtz coil. (Note that maximum longitudinal fields of 25 Gauss are expected in RICH-1, provided local magnetic shielding is incorporated.) 
· Long-term measurements will study possible ageing effects, at rates expected at their maximum occupancies. 
· Rise-time and fall-time requirements for the front-end amplifier will be determined.
· We will verify that digital electronics are acceptable for LHCb applications.

ii) Simulation of photon-detector performance 

Together with the laboratory testing, it is essential to perform simulation studies of the photon detector properties. Important parameters are to investigate what effect gain variations and spill-over (by way of signal fall-time) have on the detector performance. Based on laboratory measured pulse shapes, the time over threshold and spill-over characteristics will be determined. Amplifier response times will be optimised accordingly. 

Milestones
Q4 2011   Laboratory characterisation of photon detector technologies, 

Q3 2012   Laboratory characterisation with 40 MHz readout, 
Q3 2012   Laboratory results published.
WP2:  Electronics Readout & Data Acquisition 
In this workpackage, the 40 MHz MaPMT electronics readout and the mounting system will be developed. The electronics will conform to the general LHCb upgrade electronics architecture, as in Fig 3. The work will naturally build on the vast experience of the UK RICH team which successfully fabricated the on- and off-detector electronics and the DAQ for the current RICH detectors.
i) Production of front-end readout boards for the MaPMTs
The front-end readout will have a number of multi-layer PC boards. The front-end ASIC readout chip is a key component for the readout of the 64-channel MaPMT and the front-end amplification for the signals and the digitisation will be provided by the Maroc-3. This will digitize signals to the required resolutions. Each board will contain an FPGA and ancillary electronics. 
The master readout boards will be serviced by a power distribution board (low and high voltage), as well as a board to provide the clock and control. There will also be a passive interface board, to couple the MaPMT to the front-end cards. All boards will be multi-layered PCBs and will be procured in industry. Prototype electronics mounting frames that will later be used in a test-beam will be fabricated.  
We plan to manufacture 15 front-end readout boards (to service a 3x3 MaPMT array plus spares for laboratory tests), including their mechanical integration with the MaPMTs.  We will design firmware to format and correlate data in pass-through mode, interfacing with a fast optical readout. Data transmission will build on the new generation of Giga-bit optical link (GBT) chipset. The trigger buffering will be implemented on the FPGA. The DAQ interface for the off-detector electronics will be implemented on the FPGA as well as data suppression. 
ii) Data links and off-detector readout  

The high-speed data links from the detector will use the GBT data transmission architecture. Once the data have been transmitted off-detector, either the UK-L1 (binary) or the TELL-1 [8] (analogue) boards of LHCb are readily available and can be used. UK groups have wide experience in programming the on-board FPGAs for this task. We will programme the firmware of the FPGAs on the UK-L1/ TELL-1’s for the binary/analogue requirements. In parallel with this work, it will be an ongoing task to develop general DAQ for our test-beam and laboratory set-ups.
Milestones
Q2 2012   Front-end boards completed
Q2 2012   Off-detector firmware completed 

WP3 Test-Beam Characterisation 
In this workpackage the system components will be demonstrated in a test-beam. A prototype RICH equipped with MaPMTs will be tested and the proof-of-principle of the 40 MHz readout will be verified. 

Following laboratory characterisation, the RICH will be tested with a 3x3 array of MaPMTs at 40 MHz in a test-beam (a 3x3 array is necessary to contain the Cherenkov ring in a gas radiator). The RICH gas enclosure and optical system for the demonstrator already exists, and this will be equipped with the array containing MaPMTs and the ancillary electronics. All other beam components, telescope, trigger etc, will be assembled from existing infrastructure. The current LHCb DAQ system will be adapted; we will configure existing LHCb UK-L1 / TELL-1 boards for binary and analogue readout, together with standard LHCb ODIN DAQ boards [2]. This will require work to configure the system, and this is an area where UK groups already have expertise. Key measurements will include photon counting and Cherenkov angle resolution.  Instrumental effects such as cross talk and noise will also be investigated. The current LHCb-RICH software framework for test-beam data analysis will be adapted.  We plan to heavily involve students in the test-beam work and data analysis since this is an excellent training ground.
Milestones

Q3 2012    Test-beam infrastructure implemented for first beam tests

Q4 2012    Testbeam completed

Q1 2013    Results analysed and published

c. Awareness & context 

There are no competing experiments which are planning to develop full 40 MHz readout at the first level of trigger at the LHC or other colliders, and this is an exclusive LHCb innovation.  After prototyping the readout and the principles, a technical design will be established. This will be followed by a period of construction. The upgraded LHCb detector should be ready around 2018. This R&D project is well aligned with the overall LHCb upgrade effort, and it will allow the UK to maintain and extend its intellectual leadership in flavour physics and detector development.
d. Competing experiments 
Competing experiments for the LHCb Upgrade are two ee projects: Super-Belle and Super-B. These projects are approximately on the same timescales as LHCb, with Super-Belle a couple of years advanced. LHCb has the advantage of the LHC already being operational during the next decade. Nevertheless, the future ee experiments are complimentary to LHCb, in that both ee  experiments will measure unitarity triangle parameters precisely to determine deviations from the SM and have tau physics capabilities, whereas LHCb will have, in addition, a substantial lead on the Bs sector, channels involving Bs time-dependent measurements, and beauty-baryons. Hence the LHCb upgrade is a major part of a compelling programme of future flavour physics. 
e. STFC science 

The search for new physics beyond the SM is a major goal for the LHC. The upgraded LHCb experiment will have a unique capability to explore physics beyond the energy frontier. Flavour observables are sensitive to virtual quantum loops mediated by particles far heavier than those that can be directly produced and direct discoveries at the energy frontier must have corresponding measurable effects in loop diagrams. In all physics studies, PID is paramount. An upgraded LHCb will fully exploit the large production rate of heavy quarks at the LHC and it will be sensitive to mass scales of up to 100 TeV. New physics in the charm and beauty physics and CP violation will be accessible, as well as many other rare physics processes [1]. It will also provide strategic technology opportunities. UK particle physics lists the lack of antimatter in the universe as one of the fundamental question of science. Support for the LHCb PID upgrade allows the UK to maintain a strategic lead in this unique programme of physics.
f. Long term objectives and implications 

The long-term objectives have been described above and are summarized below:

· The work provides underpinning for future participation of the UK in the LHCb upgrade programme,
· The scientific results would be to demonstrate the 40MHz readout of MaPMTs and their compatibility with efficient particle ID in the LHCb RICH detectors,

· The project is timely to provide first R&D for the upgraded LHCb detector which is expected to run in 2018. The requested start date of this proposal represents a commensurate timescale given the technological challenge presented,

· This bid will provide seed-corn funding for a Technical Proposal in approximately 2 years time. A full UK bid to the PPRP is expected to follow by the end of this year, but likely with no available funding from STFC until FY 2012/13.
g. Participants and justification of costs
Participants and justification of staff costs: 

a) WP1: Photon Detectors - coordinated by S. Eisenhardt 
Edinburgh: S. Eisenhardt, F.Muheim, technical support
F. Muheim and S. Eisenhardt will liaise closely with Hamamatsu for procurement of the R11265 MaPMT. S. Eisenhardt with technical support will develop the photon detector laboratory test-stand. S. Eisenhardt will characterise the single-photon response, channel-to-channel gain, cross talk, and magnetic field response of the R7600 and the R11265 MaPMTs in the laboratory, and later in the test-beam. F. Muheim will supervise a non-STFC PhD student (xxx, need to check if this is possible) who will perform simulation studies of the photon detector properties in relation to single photon detection efficiency, gain variations, cross-talk and spillover characteristics in order to define the requirements for the readout electronics. F. Muheim will also be the overall coordinator of the PRD project. 
b) WP2:  Electronics Readout & Data Acquisition - coordinated by J. Fopma
Cambridge: V. Gibson, S. Wotton;

Oxford: J. Fopma, N.Harnew, technical support;

J. Fopma with technical support, will develop the front-end board to readout the MaPMTs for the laboratory and test-beam work. They will design, prototype and procure the multi-layer PCBs that will couple the MaPMT R7600 and R11265 to the Maroc-3 chip and FPGA for reading out the device at 40 MHz. They will make the Level-0 boards compatible between the R7600 and R11265 applications. S. Wotton, will implement the firmware on the UKL1/TELL-1 data receiver boards for that binary/analogue requirements. S. Wotton will develop the DAQ for laboratory and test beam setups. V. Gibson and N. Harnew will facilitate all the work above. N. Harnew will supervise a student for the laboratory testing of the front-end boards.
c) WP3: Test-Beam Characterisation - coordinated by S. Wotton
Cambridge: V. Gibson, S. Wotton;
Edinburgh: S. Eisenhardt, F. Muheim, Technical support; 

Oxford: J. Fopma, N.Harnew, Technical support;

STFC/RAL: S.Easo, A. Papanestis.

To assess the 3x3 MaPMT array with 40 MHz read-out in a test-beam,  S. Wotton will configure the DAQ system at CERN for binary and analogue readout using the existing UKL1 or TELL-1 boards. S. Eisenhardt with technical support will produce the mechanical support structure to mount MaPMT arrays onto the existing infrastructure. J. Fopma will prepare the 64-channel MaPMT boards for the test beam. S. Wotton will liaise with LHCb at CERN for test beam periods and organise test-beam operation. A. Papanestis will adapt the LHCb RICH slow control system for the MaPMT readout. S. Easo will provide the Monte Carlo simulation framework for the testbeam setup. V. Gibson, N.  Harnew and F. Muheim, will supervise PhD students for test beam analysis.
Justification of equipment and travel costs: 

9-off Hamamatsu MaPMT R11265  (64 channels/device) : £16.2k 
The Hamamatsu R11265 is the preferred baseline option for the LHCb RICH upgrade. We will measure the properties of the Hamamatsu R11265. This device should become available soon and we have been told informally by Hamamatsu the prices can be expected to be similar to the R7600-M64. We have added 20% to a quote and get a cost of ~ £1.8k per unit. The number of devices is based on the minimum size for a performance measurement in a test beam, namely a 3x3 array of R11265 with 576 channels. 

9-off Hamamatsu MaPMT R7600 (64 channels/device) : £17k  
The Hamamatsu R7600 is a second candidate photon detector for the RICH, albeit with less active area. A quantity of 9-off is required to measure the performance with a 3x3 array in a test beam. We require four MaPMT R7600 and five MaPMT R7600-203-M64, the latter having a ultrabialkali photo-cathode and a UV window, resulting in a significantly higher quantum efficiency. This a new device and its performance and stability need to be measured and compared with the R7600 to confirm if there is gain of a factor of two in photon yield. Single devices will also be used at Oxford and Cambridge for developing the electronics readout.
20-off Maroc-3 chips : £4k
This is the front-end ASIC required for the 40 MHz readout of the MaPMTs. The price is the packaged price for small quantities. 20-off at ~200 Euros per piece are required for prototyping and fabricating 15 front-end boards (including 5 spares).

15-off front-end boards  : £15k
15 front-end boards with FPGA, including MaPMT interface, HV bleeders and a clock and control board will be produced to read out the MaPMTs in the laboratory and in the beam tests. The costs are based on our experience for the production of similar boards in the past.
UKL1/TELL-1 boards : £6k
We plan to borrow LHCb spares for UKL1 and TELL-1 boards where we are able, but we envisage that we will still need to buy 2 boards at £3k per unit.

DAQ chain: £5k
We will need to set up a DAQ based on the LHCb infrastructure in the institutes and for the test beam. This will require ODIN time and controller which will cost £1.3 per setup.

Travel: £8k
We expect travel costs of about £6k for test beams based on £500 per week at CERN and £2k of short term travel for meetings in the UK and at CERN.
h. Track record
The four groups are part of the UK RICH consortium who led the design and construction of the LHCb RICH detectors [3] and now lead its operation. In particular with CERN we procured, tested and commissioned of the Hybrid Photon Detectors (HPDs) [2]. The Edinburgh group was responsible for the qualification of the HPDs. The Cambridge group built the UKL1 data receiver boards which are used to transfer data from the RICH front-end L0 board to the event processing farm. The Oxford group fabricated the front-end L0 boards which read out the HPD pixel chips and transfer the data via optical links to the off-detector UKL1 boards. 

The groups also have a strong record of R&D for MaPMT readout. Readout boards were developed as an option for the LHCb RICH using the APVm25 and Beetle readout chips [4,5]. In close collaboration with Hamamatsu we improved the properties and performance of these devices (99 MaPMT paper ?? Eh – ed.).

Of the named personnel, A. Papanestis is the current RICH Operations Coordinator and Deputy LHCb RICH Project Leader. He also implemented the slow controls for the RICH detectors. N. Harnew was RICH Project Leader during the 4 years of construction and commissioning phase of the RICH project. F. Muheim is current LHCb-UK PI and was project leader for the HPD production. V. Gibson was LHCb-UK PI during the construction phase and led the UK Level-1 electronics effort. S. Eisenhardt operated the photodetector test facilities for HPDs quality assurance and is responsible for monitoring the HPDs in the LHCb RICH. S. Wotton designed the UK-L1 readout for the RICH. J. Fopma is head of the Oxford Electronics Group and has designed multilayer boards for several HEP applications. S. Easo is author of the simulation framework for LHCb photon detector test beams and is responsible for the RICH Monte Carlo simulation.
i. Collaborative projects

The LHCb experiment has already started an R&D programme to evaluate the required technologies for a high luminosity LHCb upgrade and, as explained in Part a), the LoI for the upgrade has recently been submitted [1]. This presents the scientific case for the LHCb upgrade and outlines the necessary R&D path. The LHCb collaboration comprises 53 institutes worldwide. The eleven UK institutes constitute ~20% of LHCb as a whole. The UK work with CERN, Milano and Genoa on the RICH project, with the UK making up around 75% of the collaborative team. Both CERN and Milano are also interested in contributing to the upgraded RICH detector. Modest UK seed-corn funding is necessary at this time to allow the project to move forward. More substantial funding will be required to proceed towards a Technical Proposal and afterwards a Memorandum of Understanding. A revised Statement of Interest will be submitted to PPAN in the coming weeks.
i. Key stakeholders

The stakeholders for this proposal are the participating university institutes and STFC. Other major stakeholders are the flavour physics community in the UK, constituting over one fourth of all UK particle physics experimentalists, and the theory groups with strong efforts in Lattice QCD, physics beyond the Standard Model, and phenomenology. STFC with UK particle physics list the lack of antimatter in the universe as one of the fundamental question of science. All these stakeholders would greatly benefit from a discovery of new physics by the LHCb experiment which would represent a huge step forward in our understanding of nature. LHCb is an international collaboration at CERN and our results will be closely followed by the world-wide particle physics community. Students are also stakeholders as LHCb provides excellent training opportunities. Multi-anode photomultipliers have prospects for use in medical imaging, hence having interest for the Department of Health.
k. Timescale

The project will start on 1st July 2011 and run for 24 months. Deliverables and milestones for the three work packages are described in Section b) and are summarized below. A project plan (Gannt chart) is given in Annex 1.
Deliverables: 
WP1: Photon Detectors
i) Characterise MaPMT photon detector candidates in the laboratory and test-beam,  
ii) Simulate the photon-detector performance. 

WP2:  Electronics Readout & Data Acquisition
i) Production of front-end readout boards for the MaPMTs,  
ii) Develop the data links and off-detector readout firmware. 
WP3: Test-Beam Characterisation
i) Verification of the RICH with MaPMT detectors, 
ii) Demonstration of the readout chain, 
iii) Technical publication.

Milestones 

WP1: Photon Detectors
Q4 2011   Laboratory characterisation of photon detector technologies, 

Q3 2012   Laboratory characterisation with 40 MHz readout, 
Q3 2012   Laboratory results published.
WP2:  Electronics Readout & Data Acquisition
Q2 2012   Front-end boards completed
Q2 2012   Off-detector firmware completed 

WP3: Test-Beam Characterisation
Q3 2012    Test-beam infrastructure implemented for first beam tests

Q4 2012    Testbeam completed

Q1 2013    Results analysed and published

l. Costs

SECTION TO BE WORKED ON WILL REQUIRE 

Filling in costs in three templates, see below.

1) for overall costs,

2)  separating the three workpackages

3) costs per institute

Costs will need to be calculated for


Staff, Indirect and Estates, 

Travel and subsistence, 

Equipment

Other costs (Other DI and DA, Exceptions)

Working allowance and Contingency
l. Costs - The overall cost to STFC of the project should be shown (at 80% fEC (full 

economic costs) apart from exceptions). Where appropriate two total costs should be 

given: 

• The total cost to STFC of the project. This includes all equipment, travel, any 

common fund contributions to experiments, any new staff requests, and the 

costs of any STFC staff at RAL (Rutherford Appleton Laboratory) or 

Daresbury and existing STFC funded staff (e.g. rolling grant staff) at the 

participating institutions who will work on the project (accounting appropriately 

for fractional posts). Staff overheads (including estate and indirect costs) 

should be included. Costs for other non-STFC staff, STFC Fellows and 

students should not be included. The funds requested should not be indexed 

for inflation. 

• The amount of money which is requested from the PRD fund i.e. as above, 

but excluding any STFC-funded staff who are already funded through a 

grants line. 
Templates for finance tables - please use the finance table templates provided as 

Annex 1. 
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1. Costs should be shown as costs to STFC (i.e. at 80% fEC apart from exceptions)
2. STFC Laboratory costs should be shown as 100%

3. Please do not include sums for inflation.

4. Please provide best estimate (pro rata split) of estate and indirect costs across FYs.

5. An estimate of the total Rolling Grant costs (including salary, estates and indirect costs) or other
grant resource, should be provided in the row towards the bottom of the table.

Summary of total Cost £K

costs

FY1 FY2 FY3 ... Total

New Staff costs HEI 1
Including DI and HEI 2
DA staff and any
staff costs under STFC

Exceptions Laboratory
Equipment DI and

Exceptions
Travel and

Subsistence

Other costs Other DI

Other DA

Exceptions

Indirect Costs

Estate Costs

Working allowance

Contingency

Total “new
costs” to STFC

Existing Grant

resources

Grand Total





Guidance on internal costs for STFC applicants can be found on the STFC intranet. 

All costs associated with the research proposal should be fully justified.  Further 

information on justifying resources can be found in the Research Grants Handbook. 

[image: image6.png]Detailed costs for each Workpackage (one table for each workpackage)

1. Costs should be shown as costs to STFC (i.e. at 80% fEC apart from exceptions)

2. STFC Laboratory costs should be shown as 100%

3. Please do not include sums for inflation.

4. Please provide best estimate (pro rata split) of estate and indirect costs across FYs.

5. An estimate of the total Rolling Grant costs (including salary, estates and indirect costs) and other

grant resource, should be provided in the row towards the bottom of the table.

List individual Cost
items/groups of items
Institution FY1 FY2 | FY3.. | Total
New Staff HEI 1 Prof A.N.Other (DA)
Include DI and DA staff, PDRA1 (DI)
laboratory staff, and .
any staff costs under HEI 2 Project student 1 (Except)
exceptions (e.g. project Pool staff technician (DA)
students), itemised by
staff member.
STFC
Laboratory
Total New Staff
Equipment HEI 1 Item 1
Where possible an HEI 2 Item 2
itemised list should be etc etc
provided which should
be easy to cross-check
with the justification of
resources, split by
institution.
Travel and subsistence | HEI 1
Split by institution. HEI 2
etc.
Other costs Other DI
Itemised where
possible; split out the Other DA
DI, DA and Exceptions
(,:OS{S" §pl/t by Exceptions
institution.
Indirect Costs HEI 1
Split by institution. HEI 2
etc.
Estate Costs HEI 1
Split by institution. HEI 2
etc.
Working Allowance
Total Non-staff
Total ‘new’ cost





m. Strategy

The MaPMT is now a robust technology which is intrinsically fast (total transient time spread of ~1ns). It is of strategic importance to develop a readout system for this device that can output data at the LHC interaction rate of 40 MHz. The development is based on the Maroc-3 front-end ASIC which features gain variation at the input, which is key for dealing with the differences of MaPMT channel-to-channel amplification. If successful this could lead to a long-term evolution of the devices in particle physics and possibly in medical imaging.

n. Risks

THIS SECTION HAS NOT BEEN WORKED ON YET

IT WILL REQUIRE


Risk tables using template spreadsheet

n. Risks - Evaluate all risks associated with the project and explain how they will be 

controlled and managed. What are the factors that influence likely success?  A guide 

to risk assessment and a useful tool for carrying out a risk assessment is provided in 

Annex 2.
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