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2 LECTURE 1. QUANTUM STATES

1.1 Introduction

Quantum mechanics describes the behaviour of matter and light at the atomic scale (d ~
10~19m), where physical objects behave very differently from what we experience in our
everyday’s life. Because the atomic behaviour is so unusual, we need to develop abstract
tools that allow us to compute the expected values of the observables. The theory can be
tested by comparing our predictions to experimental results.

Experimental results at the beginning of the 20th century first highlighted behaviours at
such small scales that were inconsistent with classical mechanics. It took a lot of effort until
Planck, Bohr, Schrédinger, Heisenberg, and Born (who has been a professor in Edinburgh)
obtained a consistent picture of the new dynamics.

Despite its unintuitive aspects, quantum mechanics describes very concrete features of
the world as we know it, like e.g. the stability of the hydrogen atom. Some of its predictions
have now been tested to great accuracy.

In fact, there are numerous experimental results that provide evidence in favour of quan-
tum mechanics, e.g.

e double-slit experiments,

photoelectric effect,

stability of the H atom,

black-body radiation.

We shall introduce the basic ideas of quantum mechanics by discussing briefly the double-
slit experiment, which was first performed by Young in 1801, in order to resolve the question
of the corpuscular nature of light . The quantum behaviour of electrons will be compared
with the more familiar behaviours of classical particles and waves.

1.1.1 Experiment with classical particles

Let us consider first a source of classical particles, emitting projectiles (bullets) in random
directions. In front of the source we have a wall with two holes that are denoted 1 and 2.
A detector is placed behind the wall, counting the bullets that pass through the holes. The
apparatus is schematically represented in Fig. 1.1.

When both holes are open the distribution of bullets on the detector is given by the curve
Py5 in (A). However when 2 is closed, and therefore the bullets can only pass through 1, we
obtain the distribution labelled P; in (B). Similarly, when the bullets can only go through 2,
the distribution is given by P». The important feature, which is typical of classical mechanics,

! An interesting account of Young’s original experiment has been published in The Physics Teacher, 24
217, 1986, and can be found at http://cavendishscience.org/phys/tyoung/tyoung.htm.
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Figure 1.1: Double-slit experiment with classical particles.

is that Pio = P; + P». We call this result an observation of no interference, particles that

go through 1 do not interfere with those that pass through 2, and the probability add in an
intuitive way.

1.1.2 Experiment with waves

We now consider the same experiment, but with a source emitting waves. The detector
measures the intensity of the waves, i.e. the square of the height of the wave.

The original wave emitted by the source is diffracted at the holes, and two new circular
waves spread from each hole. If we cover each hole at a time, we obtain respectively the

intensity profiles I; and Iy sketched in (B) in Fig. 1.2. However when both holes are open,
we find the pattern 12 in (A).

Clearly in the case of diffracted waves I15 # 11+ I>. The two waves interfere. The maxima
of I1o correspond to constructive interference, and viceversa for the minima. The height of
the waves can be represented as (the real part of) a complex amplitude hie™!, where hq is a
complex number, and the intensity is given by I1 = |h1]2. In the case of waves interference,
the amplitudes add up, so that I12 = |h1 + h2\2.
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Figure 1.2: Double-slit experiment with waves.

1.1.3 Experiment with electrons

A conclusive double-slit experiment with electron beams was performed by Tonomura et al.
at Hitachi (Japan) 2. This experiment confirmed the observation of an interference pattern
similar to the one observed for waves. This experiment shows that the dynamics of the
electrons, that can be considered as single indivisible particles, is influenced by the presence
of both slits; a single particle at the atomic scale “behaves like a wave”. This property is
know as wave-particle duality. Wave-particle duality was first formulated by De Broglie in

1925, who stated that a particle with momentum p behaves like a wave with wavelength
A = h/p, where h is Planck’s constant:

h = 6.62606896(33) x 10734 - 5. (1.1)

Note that Planck’s constant has units [h] = Energy x Time, it plays a fundamental role by

defining the scale where quantum phenomena become relevant. We will often encounter the
constant i = h/(2m).

2A. Tonomura et al., Am. J. Phys. 57, 117, 1989.
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1.2 One-dimensional systems

We shall now proceed to summarize the laws of quantum mechanics for one-dimensional
systems. Before entering into the details, it is worthwhile to quote Feynman’s lectures 3:

“In this subject we have, of course, the difficulty that the quantum mechanical behavior
of things is quite strange. Nobody has an everyday experience to lean on to get a rough,
intuitive idea of what will happen. So there are two ways of presenting the subject: We could
either describe what can happen in a rather rough physical way, telling you more or less what
happens without giving the precise laws of everything; or we could, on the other hand, give
the precise laws in their abstract form. But, then because of the abstractions, you wouldn’t
know what they were all about, physically. The latter method is unsatisfactory because it
is completely abstract, and the first way leaves an uncomfortable feeling because one doesn’t
know exactly what is true and what is false. [...] Here, we will try to find a happy medium
between the two extremes”.

1.2.1 Quantum states
Let us begin with

the fundamental law of quantum mechanics

which summarizes the idea of wave-particle duality. The quantum state of a system is
described by a complex function W, which depends on the coordinate x and on time:

quantum state ~ ¥(x,t) ‘ (1.2)

The wave function does not depend on the momentum of the particle. Compared to classical
mechanics, we seem to have lost the symmetry between coordinates and momenta. We shall
revisit this issue later. The wave function encodes, in a probabilistic sense, all the information
about the system. The probability of obtaining a given result can be computed from the wave
function.

For instance,

|W(z,t)|? dz is the probability that a measurement of the position of the
particle yields a result in the interval z — x 4 dx.

Thus |¥(x,t)|? is a probability per unit length or probability density. The total probability of
finding the particle somewhere along the real axis must be unity, thus:

|2 = /dm ()P = 1. (1.3)

3R.P. Feynman, R.B. Leighton, M. Sands, The Feynman lectures on physics - Quantum Mechanics,
Addison-Wesley, 1965.
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Any function such that its integral along the real axis is finite can be normalized by multi-
plying by an appropriate constant. In practice two wave functions that differ by an arbitrary
factor ¢ € C describe the same physical system.

Mathematical aside
Let us see an example of a normalizable function. The function (z) = e
normalizable. Its norm is

—2?/2 g clearly

ol = [ dve s = v, (1.4)
and therefore the normalized wave function is:
1
9(w) = 17 expl-a7/2]. (1.5)

On the other hand, the function e’ /2 is non-normalizable, and therefore does not represent
a physical state.
In general, if [ dz l4p(2)|? = ¢, then the normalized wave function is ﬁ¢($)

Example In order to understand better how the information about the system is encoded
in the wave function, we shall start with a simpler version of our one-dimensional system.
Let us consider a particle in a discretized space. The particle can only be in a finite number
of positions along the real axis, as shown in Fig. 1.3. In this particular example, the particle
can be in one of siz # points along the real axis labelled 0, . ..,5. The lattice spacing (i.e. the
distance between two points) is denoted e.

e e e e e o >
0 1 2 3 4 5 X

Figure 1.3: Discretized one-dimensional system with six sites. The particle can only be in
one of the six points denoted by 0,...,5. The distance between successive points is e.

According to the probabilistic interpretation of the wave function, the probability for
the particle to be at x; at time ¢ is given by |¥(z;,t)|*e. Note the factor e that multiplies
the modulo square of the wave function. This is needed because the modulo square is the
probability density per unit length. Hence to find the probability we need to multiply by the
distance between two points. If we redefine

1/11':\/E\IJ(.’E1‘,15>,’L':0,.‘.,5, (16)

4There is no particular significance in the fact that we have chosen here 6 points. The same example could
have been worked out with two points, or any finite number of points.
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then the whole information about this system is encoded in a six-dimensional complex vector:

|0) = (Yo, .-, ¥5). (1.7)

In Eq. (1.7) we have used the ket notation introduced by Dirac to denote a state vector. We
shall keep using this notation throughout these notes.

In this (simple) discretized example, we can see explicitly that the state
of the system is represented by a vector. This is an important concept
to remember.

The normalization condition, which amounts to require that the total probability of finding
the particle is one, can be written:

5
Dol =1, (1.8)
k=0

i.e. |U) is a complez vector of unit norm. We shall frequently use the following convention:

5
W 2) = ol | (1.9)
k=0

where we have used Dirac’s notation to indicate the scalar product of two vectors:

(BIT) = drib . (1.10)
k

The wave function for a continuous system can be seen as the limit of the discretized
case where the number of points goes to infinity, while the distance € becomes infinitesimally
small. In this limit, instead of a finite-dimensional vector, we obtain an infinite number of
coordinates, encoded in a continuous function (). We shall still refer to the wave function
as the state vector, bearing in mind that in this case the vector is infinite-dimensional. There
is one coordinate W(z,t) for each point = on the real axis, and there is an infinity of points
along the real axis. We denote the state vector using a ket |¥(¢)). Note that the time
dependence of the state vector is explicit in Dirac’s notation. The spatial coordinate x labels
the components of the state vector.

The norm of the state vector can be written as the limit of the norm of the finite-
dimensional vector for € — 0. Starting from Eq. (1.9), and taking the limit:

(019) = iy 3 |9 O = [zl (1.11)
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we recover Eq. (1.3). Similarly the scalar product of two wave functions can be defined as
the limit of the discrete case:

(®|0) = /dx(b(x,t)*\l/(a;,t). (1.12)

1.2.2 Superposition principle

State vectors can be combined linearly to obtain new admissible quantum states. If ¥; and
Uy are quantum states, then

U(z,t) =1 Vi(z,t) + c2Va(z,t), c1,00€C, (1.13)

is also a possible state of the system. In mathematical terms, the space of possible quantum

states is called a vector space .

Mathematical aside
As a consequence the time evolution of a quantum mechanical system must be determined
by a linear equation:

LYV =0, (1.14)
where L is a linear operator, i.e. an operator such that:
,C(Cl‘ljl + 62‘112) =1LV 4+ o LY. (115)

Example 1 Note that the concept of superposition of states is very different from anything
we have encountered in classical mechanics. Consider two quantum states |A) and |B), such
that the measurement of an observable O yields the result a when the system is in the state
|A), and the result b when the system is in the state |B). The superposition principle states
that the state vector:

C) = calA) + c5|B), (1.16)

where c4 and cp are complex numbers such that |c4|? +|cp|? # 0, describes another possible
physical state of the system. A measurement of the observable O in the state |C) can only
yield the value a or b, with respective probabilities:

lcal? el
Dy = oy = _ 1.17
Tl e P Tea + JeP .
No other results are possible for the measured value of O in the state |C).
5You can find a summary on the properties of vector space at

http://en.wikipedia.org/wiki/Vector_space, or in your lecture notes from Year 2.
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Example 2 Let us consider again the discretized one-dimensional system in Fig. 1.3; we
can have a state |1) where the particle is localized e.g. at site 1, and a state |2) where the
particle is localized at site 2. Measuring the position of the particle in state |1) yields z =1
with probability 1. Likewise we obtain x = 2 with probability 1 for a particle described by
the state vector |2).

The state %H) + %]2) is an admissible quantum state. Measuring the position of the
particle in this latter state, the outcome will be x = 1 or x = 2 with 50% probability. No
other value is allowed in this state.

1.2.3 The uncertainty principle

In classical mechanics the state of a particle in a one-dimensional world is completely deter-
mined by the value of its position z(t) and momentum p(t), i.e. by its trajectory.

The situation is radically different in quantum mechanics. The probabilistic interpretation
of the wave function implies that we can at best obtain the probability density for a particle
to be at a given position x at time t. As a consequence the concept of classical trajectory
used in Newtonian mechanics does not make sense in quantum mechanics. The position and
momentum of the particle can be defined, but their values cannot be measured simultaneously.

On the other hand, when the scales in the problem are much larger than the Planck
constant h, we expect to recover the classical results.

These two features are summarized in the so-called uncertainty relations, first derived by
Heisenberg. The uncertainty relations state that, if the position and momentum are measured
simultaneously, with respective precisions Az and Ap, then:

Az - Ap > g (1.18)

It is clear from Eq. (1.18) that if the position of the particle is known exactly, then the
knowledge of its momentum is completely lost. In general the product of the two uncertainties
has to be greater than /2.

It is important to appreciate that Heisenberg’s inequalities reflect a physical limitation.
A better experimental apparatus would not allow a higher precision to be obtained. The
uncertainty is a property of the dynamics of the system.

They also encode the idea that in quantum mechanics the measurement of a quantity
interferes with the dynamics. If we measure exactly the position of the particle, then we
loose all knowledge of its momentum.

Hence the concept of determinism is lost during the measurement process. As we will
discuss below, the evolution of a quantum system left unperturbed is completely determined
by the Schrédinger equation, and therefore is completely deterministic. You should contrast
this with the situation in classical mechanics, where we can assume that measurements do
not perturb the state of the system.
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1.2.4 Dynamical variables

We have seen above that the modulo square of the wave function |¥(z,t)|? yields the prob-
ablity density of finding the particle at position. We can therefore compute the mean value
of the particle position:

(x) = /czl:zx\]?(a:,t)\2 . (1.19)
If we define an operator X acting on the wave function:
XU(z,t) = zW(z,t); (1.20)

the expectation value can then be written as:
(X) = /dx\If(x,t)*:U\Il(:U,t) — ). (1.21)

More generally in quantum mechanics each observable O is associated to a linear operator
O acting on the wave function. A linear operator satisfies:

O (61\111 -+ 02\112) = clé\Dl + CQO\PQ , (1.22)

where ¢; and ¢y are complex numbers. Note that the result of acting on a state vector with
an operator produces new state vector.

OU(x,t) = ¥'(x,t), or equivalently O|¥) = |¥') . (1.23)

Example For instance the Hamiltonian of the system may be written as H =T+V, where
the kinetic and potential energy operators are defined by:

. P2 . .
T=-", V=v(X). (1.24)

[\

m
The operator V(X ), which is a function of the position operator X , acts as:
V(X)U(x,t) = V(2)P(x,t). (1.25)

Any other operator that is a function of X acts in the same way. We shall see later how to
define the operator p, and more complicated opeartors.
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1.3

Summary

Let us conclude this chapter by summarizing the main concepts introduced in this lecture.

Quantum states are represented by a wave function ¥(z,t), or equivalently by a
vector in an infinite-dimensional vector space.

In a one-dimensional system, |¥(z,t) |2 dx yields the probability of finding the particle
in an interval [z, z + dz]. Hence the normalization: [ dx|¥(z,t)[* = 1.

Superposition principle: a linear combination of wave functions with arbitrary com-
plex coefficients yields a possible quantum state.

Uncertainty principle.

Dynamical variables are associated to linear operators acting on the wave functions.
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2.1 Observing observables

We have seen at the end of the previous lecture that each dynamical variable is associated
to a linear operator O, and its expectation value in a quantum state can be computed:

(0) = /dxqf(x,t)*éqz(x,t). (2.1)

Let us now clarify how these expectation values are related to what can be observed in
experiments. If the observable O is measured several times under identical conditions, the
results will be a set of values {O1,09,...,0,}.

The expectation value defined in Eq. (2.1) is equal to the average
> p—1 Ok/n in the limit where the number of measurements n — oco.

The possible outcomes of experiments Oy are the eigenvalues of the operator O, i.e. the
solutions of the eigenvalue equation:

Oy, = Oxty, (2.2)

where vy, is the eigenfunction corresponding to the eigenvalue Oy. The eigenfunction repre-
sents the wave function of a state in which the measurement of O yields the value Oy with
probability 1. To check this statement, we can compute the variance of O in the state 1y:

Varg[O] = (k| O2[r) — (13| Olwok)? =
= OF(Wy| ) — (O (Wk|vr))* =0, (2.3)

where we have used the fact that the eigenfunctions are normalized to one.
A generic state can be expressed as a superposition of eigenstates:

Y(w) =) i), (2.4)
k

which can also be rewritten using Dirac’s notation as:

) = S exln) (2.5)
k

The set of eigenfunctions is called a complete set of states, or a basis. You can easily prove
that a generic linear combination of eigenstates is not an eigenstate.
Using the fact that eigenfunctions are orthogonal (see below), you can readily check that:

%FWMWZ/W%@WM% (2.6)
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and therefore given a state ¢, you can compute ¢,, if the eigenfunctions are known.
Given the decomposition in Eq. (2.4), the probability of finding the result O when
measuring O in the state ¢ (z) is given by:

Py, = |exl” . (2.7)

Clearly the sum of probabilities should be properly normalized and therefore:

Y P=) lal=1. (2.8)
k k

Collapse of the wave function Another important feature of quantum mechanics is the
following:

Immediately after a measurement that gave the result fi, the system is
in the state 1. The state vector has been projected onto the eigenstate
by the process of performing the measurement.

If we want to express the same concept using equations, we can say that immediately after
a measurement yielding the value fy:

¥(x) — Yi(z), (2.9)
W) = [r) - (2.10)

This is sometimes referred to as the collapse of the wave function. The operator that performs
the state reduction is called a projection operator:

1) = Prly) . (2.11)

After a measurement that yielded the value fj, the wave function of the system coincides
with the eigenfunction ;. Then, as discussed below Eq. (2.2), if we perform immediately
another measurement of f we will find the same value f; with probability 1.

Conversely, if the wave function does not coincide with one of the eigenfunctions, then the
observable f does not have a given value in the state ¥. We can only compute the probability
for each eigenvalue to be the outcome of the experiment.

Mathematical aside
A projection operator satisfies:

PL="Pr, PiPI=0,1#k. (2.12)
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Verify that you recognize these properties by considering the more familiar case of projectors
in three-dimensional Euclidean space.

Clearly these phenomena do not have a classical analogue. The description of a physical
system in quantum mechanics is radically different from the classical one. You need to
practice in order to get familiar with the quantum mechanical framework.

2.2 Hermitean operators

We stated in the first lecture that every observable is represented by an operator; the corre-
spondence is

OBSERVABLE <~ OPERATOR
total energy <= H
position = X
momentum <= P
<~

Observables take real values only. Therefore we must require that the operators that
represent observables have only real eigenvalues, since we want to identify the eigenvalues
with the possible results of measurements. We can guarantee this if we only use Hermitean
operators to represent observables.

2.2.1 Hermitean conjugate

We first define the so-called Hermitean conjugate OF of an operator O. Let ¥ (x) and ¢(x)
be arbitrary spatial wave functions (e.g. ¥(x) = ¥(z,0) and ¢(x) = ®(«,0)), then

[ ewotwa= ([ wwoswar)

We can rewrite this relation using Dirac’s notation as:

(@l0"1) = ((1019))” (2.13)

Mathematical aside
Compare Eq. (2.13) with the more familiar expression from linear algebra:

T _
Oy = Oj; - (2.14)
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The expressions in Eq. (2.13) are the matriz elements of the operator 0, just like O;; are the
matrix elements of a matrix O. The quantum states |¢) and |¢) are the “indices” that label
the matrix elements in quantum mechanics.

Using this identification, many equations that we will encounter in quantum mechanics
will look rather familiar.

A d
Example Let O = e then we can integrate by parts to obtain

T
[ v @i s e = @ @)% - [ o) v @)d

. ) o@)de = |¢(x x)] 7ooxdxxx
We can discard the constant term on the right hand side, since physically acceptable wave

functions vanish at x = 400, and if we then take the complex conjugate of the resulting
equation we obtain

([ropeme) = - [ owg v

= [ow (j)T Y(x) do

from the definition of Hermitean conjugate. Thus we can make the identification
4y __d
de) — dx’

We can now define a Hermitean operator; it is an operator for which

2.2.2 Hermitean operators

ot =0 (2.15)
- d . . .
Example This is clearly not true of all operators; . is NOT Hermitean since we have
x

da\'_d
dr ) dx’

d
whereas the operator —ihd— IS Hermitean; the proof is straightforward and is left as an
T

just shown that

exercise.
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2.3 Properties of Hermitean operators

1. Hermitean operators have real eigenvalues.

Proof:

Suppose A is a Hermitean operator so that AT = A, and let A have an eigenvalue a, with
corresponding eigenfunction v, (z):

~

At (x) = arhe(x)
Then

o0

03 (2) A () dz = a/_oow;(m)wa(m) di — a/oo a(@) 2 dz = a

—00 —

If we take the complex conjugate of this equation, we obtain

</_: Vi (2) Adfa(z) dx> e

but if we make use of the definition of the Hermitean conjugate, we can rewrite the left-hand
side of this equation in terms of AT and use the fact that AT = A by hypothesis:

([ @anear) = [ i@ itveie= [ v v

The right-hand side is now just the integral which appears in the first equation and is equal
to a, so we have proved that
a*=a

thus showing that the eigenvalue a is real as stated. QED.
2. The eigenfunctions of a Hermitean operator which belong to different

eigenvalues are orthogonal.
Proof:
Suppose that

Ayi(z) = ay1(x)  and (2.16)
Avo(z) = ago(x)  with ay # ag (2.17)
From Eq. (2.16) we have
/_ T 0i(@) A (2) dz = ar /_ " 03(2) i (2) da (2.18)
)

whereas from Eq. (2.17

| i) Avao)dr = an [ i) vale) da (2.19)
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Taking the complex conjugate of Eq. (2.19) yields on the left hand side

< / wi‘(:ﬂ)z‘iwz(w)dw> - / ¥5(x) AT o (2) da = / (@) Agn(z)de,  (2.20)
whereas the right hand side gives
/ 1(2) 93 (&) d = az / () i () de, (2.21)

using the fact that ap = a3.
Comparing with Eq. (2.18) we see that

o [ i@ e ds—a [ w3 o) de, (222)
which we can rearrange to yield the result
(a2 — a1) / 3 () () dar = 0. (2.23)
Given that as # a1 by hypothesis, this implies that
/ Y5 (x) 1 () de = (2.24)
= (2lt) =0, (2.25)
which is the desired result. QED.

2.4 Commutators
The product of two operators is defined as you would expect:
01031) = O (Oalu)) - (2:26)

Note that the order in which the operators are applied to the state is important! The
commutator of two operators is:

[Ol, Oz} — 0,05 — 050, . (2.27)

In general the commutator does NOT vanish, and defines a third operator, acting on quantum
states.
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Example We have seen previously that the action of the position operator X is:

Xo(z) = z(x), (2.28)

i.e. the wave function is simply multiplied by the value of x. The momentum operator is
given by a differential operator: p

Py(z) = —zh%. (2.29)
This is a simple realization of de Broglie’s duality hypothesis. Remember that according to
the wave-particle duality to each particle with momentum p we can associate a wave with
wavelength h/p. A wave with a fixed wavelength is a plane wave, described by the function:

Yp(x) = explipz/h). (2.30)

When we act with the operator P defined in Eq. (2.29), we see that 1, () is an eigenstate
of P with eigenvalue p. So the plane wave corresponds to a state with given momentum p.
This justifies the definition of P as a momentum operator.

Consider the case 01 = X, Og = d%' Then:

O1090(z) = X (;;W)) (2.31)
v (), (2.32)
while
0:010(z) = O3 (X¥(a)) (2.33)
= Oz (29(z)) (2.34)
= (wp(a) (2.35)
= 4(z) + 73-6(2) (2.36)

Putting the two results together, we obtain for this particular choice of 01 and Oy

(01.02] () = —v(a). (2:37)

i.e.

[01,02] — 1. (2.38)

From the example above we deduce the fundamental canonical commutation relation:

[X, 15] = ih (2.39)
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2.5 Compatible Observables

Suppose A and B are observables and we perform the following sequence of measurements
in rapid succession on a single system:

1. measure A 2. measure B 3. remeasure A

Then if and only if the result of 3 is certain to be the same as the result of 1, we say that
A and B are compatible observables. In general, this will not be the case: the measurement
of B will “spoil” the result of 1.

In a little more detail, suppose that A and B are represented by operators A and B
respectively, with

f:lui(:v) = Aju(x)
Bui(z) = Bjvi(x)

Then measurement 1 yields some eigenvalue, A; say, of A, forcing the system into the state
uj(x). Measurement 2 yields By, say, forcing the system into the state vy (z), so that measure-
ment 3 is made with the system in the state vg(z). The only way that 3 is certain to yield the
result A; as obtained in 1 is if viy(x) = u;(x). For this to be true in all circumstances it must
be the case that each eigenfunction vy (z) of B is identical with some eigenfunction wu;(x) of
A. If there is no degeneracy this implies a 1-1 correspondence between the eigenfunctions of
A and the eigenfunctions of B. We say that A and B have a common etgenbasis.

2.5.1 The Compatibility Theorem

Given two observables, A and B, represented by Hermitean operators A and B , then any
one of the following three statements implies the other two:

1. A and B are compatible obervables;
2. A and B have a common eigenbasis;

3. the operators A and B commute: [A, B] = 0

Example proof:
Let us show, for instance, that 3 = 2. We have

= Ajui(x)
= B;vi(x)



22 LECTURE 2. OBSERVABLES

so that for any eigenfunction of A
ABuij(x) = BAuw;(z) by virtue of 3
= B Ai uz(

7)
7)

Thus B u;(x) is an eigenfunction of A belonging to the eigenvalue A;. If we assume that the
eigenvalues are non-degenerate, then B u;(z) must be some multiple of u;(x):

Bui(z) = pui(z) say

This just says that u;(z) is an eigenfunction of B belonging to the eigenvalue p, and we must
have that, for some j,
p=DB; and u;(z)=v;(z)

Thus any eigenfunction of the set {u;(z)} coincides with some member of the set {vj(x)}.
The correspondence has to be 1-1 because both sets are orthonormal; if we assume that
two functions in one set coincide with a single function in the other set, we are led to a
contradiction that two orthogonal functions are identical to the same function. By simply
relabelling all the functions in one set we can always ensure that

ui(z) = vi(x), ug(x) = vo(x), us(z) = v3(x),. .. ete.

and this is the common eigenbasis. A more general proof, in the case where the eigenvalues
are degenerate is left as an exercise in problem sheet 1.

2.6 Summary

Let us conclude this chapter by summarizing the main concepts introduced in this lecture.

The result of a measurement of an observable O is one of the eigenvalues of the linear
operator O.

Properties of Hermitean operators.

e A measurement that yields a result fi, collapses the wave function into the eigen-
function .

e Commutators and compatible obervables.
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3.1 Schrodinger equation

3.1.1 Equation of motion

The time evolution of a quantum state is dictated by Schrodinger’s equation:

0 A
zha\ll(x,t) = HU(z,t)|, (3.1)

where H = T + V is the Hamiltonian operator. Eq. (3.1) replaces Newton’s equation of
classical mechanics.

The operator H is obtained from the classical Hamiltonian, by replacing the position and
momentum with the corresponding operators X and P in Cartesian coordinates.

Schrodinger’s equation states that the Hamiltonian operator determines the time shifts
of the wave function, i.e. H=in gt Similarly, the momentum operator determines the space
translations - remember that P = —ih 8‘1. In a four-dimensional Minkowski space-time this
correspondence can be written as a four-vector relation:

., 0

It is interesting to note that special relativity can be easily “embedded” in the rules of
quantum mechanics! The Standard Model of particle physics, which describes the interactions
between the fundamental constituents of matter very successfully, is based on this fact. This
will become more clear when you study quantum field theory.

We can now discuss briefly a heuristic explanation of the identification H = ih% by
considering a one-dimensional plane wave

U(z,t) = const x e Wikz) (3.3)

The plane wave describes e.g. the propagation of monochromatic light. Applying the operator
ih% we obtain:
0
iha\lf(av,t) = hw¥(x,t) = w¥(z,t) (w=27mv), (3.4)
which is precisely the energy of the photon.
3.1.2 Eigenstates of the Hamiltonian

Let us consider a time-independent Hamiltonian:
H=HX,P), (3.5)

where there is no explicit dependence on time.
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The time evolution for an energy eigenstate can be worked out easily. Schrodinger’s
equation becomes simply:

0
zhalll(x, t) = EY(x,t). (3.6)

Integrating Eq. (3.6) with respect to time:
U(z,t) = Yp(z)exp [—;Et} , (3.7)

where ¥ g(z) is the spatial wavefunction corresponding to the eigenvalue F.
Such states are known as stationary states because the associated probability density is
independent of time:

(Op (e, ) = Uhle,)Up(z,t) = i) expliBt/hypp(x) exp{—iBt/n}

= s,
Likewise, the expectation value of any operator is also independent of time:
(O (1) O] (1)) = / 0w, 4) OV oz, 1) (3.8)
- / dappp () € P RO = Py (o) (3.9)
= / dep(z)* B P B RO p (1) (3.10)
= /qupE(x)*O¢E(x) (3.11)
= (¥p(0)|[0]¥(0)) . (3.12)

Note that formally we can write the solution of the Schrédinger equation as:
¥(0) = exp |~ 11 [9(0)). (3.13)

even for a state that is not an eigenstate of the energy. However in this case exp [—%f[ t] is
a horribly complicated operator. It can be written explicitly using a Taylor expansion:

i . 1 [ —i\" .

When applied to an eigenstate of the energy it turns out to be a simple complex phase!! We
shall discuss this in more detail in problem sheet 2.
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The eigenvalue equation

Hipn () = Epthn () (3.15)

yields the eigenvalues FE,, i.e. all the possible values of the energy of the system, and the
stationary states ip(z). Eq. (3.15) is often referred to as time-independent Schrédinger
equation.

Using the explicit definition of H in Eq. (1.24), we can write the time-independent
Schrodinger equation as a second order differential equation:

—— = 4+ V(2)| up(x) = Epup(z). (3.16)

Eigenvalues and eigenstates are found by looking for normalizable solutions of the differential
equation, taking into account the appropriate boundary conditions. Note that most authors
use the notation {u,(x)} for the eigenfuncitons of the energy, which we adopt from now on.

3.1.3 General restrictions on V(z,1)

We see from the form of Eq. (3.16) that its solutions have to satisfy a number of properties:

1. U(z,t) must be a single-valued function of x and t.
2. U(z,t) must be a continuous function of  and ¢.

3. %—g(m, t) must be a continuous function of z.

There is an exception to this set of rules.

1. Restriction 3 does not apply when the potential energy function V(z) has infinite
discontinuities e.g. the ‘particle-in-a-box’ problem met in Physics 2, for which

oo ifr>aorx<0
Viw) = { 0 otherwise

We shall see see later a detailed description of this system.

3.1.4 Example: the quantum harmonic oscillator

In order to give a concrete example of solutions of the Schrodinger equation, we shall briefly
review the quantum harmonic oscillator.

Remember that the harmonic oscillator is of paramount importance in physics, because
every system close to the minimum of the potential is described by a quadratic potential, i.e.
it behaves like a harmonic oscillator.
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Classically, the equation of motion for a particle of mass m, subject to a restoring force
proportional to the displacement, x, is

mi = —kx (3.17)

where the constant of proportionality, k, is usually called the spring constant. This has
oscillatory solutions of angular frequency w = y/k/m. We can obtain the energy equation
by writing

dv
P =v—, 3.18
&=v (3.18)
and integrating to give
tmv? + $ka? = E, (3.19)
so that the potential energy function, V, is given by
V(z) = $kz? = Smw?a?. (3.20)

The evolution of the position of the oscillator as a function of time x(t) is shown in Fig. 3.1
for two different values of w. The total energy of the oscillator is E = %mw2L2, where L is
the maximum amplitude of the oscillations. The larger the amplitude of the oscillations, the
larger the energy of the system. In the case depicted in Fig. 3.1 the amplitude L = 1 for

both curves.

0.5

—05]-

Figure 3.1: Classical trajectory of the harmonic oscillator for w =1 (blue curve), and w = 2
(red curve).

For the quantum harmonic oscillator, the time-independent Schrédinger equation is thus

—5 - 55 T ymwT un () = Epun (). (3.21)



28 LECTURE 3. DYNAMICS-1

We will not discuss the details of the solution of this differential equation, although you may
have already seen it in a mathematical methods course and/or book. In any case we will
develop a much more elegant method in a later lecture. It suffices to say that acceptable
solutions only arise for certain values of the total energy i.e. the energy is quantised.

The energy eigenvalues are as follows:

E,=n+YHw n=01,23...0 (3.22)

The state of lowest energy, or ground state, is labelled by n = 0 and has an energy %hw
rather than zero.
The corresponding eigenfunctions may be written as

un () = Cy exp{—a?z?/2} H,(ax) (3.23)

where C, is a normalisation constant, o® = mw/h and H,(ax) are polynomials of degree n,
known as Hermite polynomials. They satisfy the orthogonality relation

oo
/ exp{—s2}H,,(s)Hy,(s) ds = 2"/7 ! Sy (3.24)
—0o
implying that the energy eigenfunctions are orthogonal (orthonormal with an appropriate
choice of the constant, Cy,).

The first few Hermite polynomials are

Ho(s) =1 Hy(s) =4s*>-2

Hi(s) =2s Hs(s) =8s%—12s (3.25)

Note that the polynomials, and hence the energy eigenfunctions, are alternately even and
odd functions, i.e. are of either even or odd parity. If we introduce a parity operator, P,
whose action on a function, f(z), is defined by

P f(a) = f(-x), (3.26)
so that the eigenvalues of P are +1 only, corresponding to the even and odd functions
fi(x) = 3lf(@) + f(-2)] and f-(2) = 3[f(2) - f(~=)]. (3.27)
You can readily check that: R
Pun(z) = (=1)" un(2), (3.28)

and we say that the parity is (—1)".

The probability density to find the oscillator at a given position  is |un(2)|?. The
probability densities for the first five levels are shown in Fig. 3.2. Note the higher levels have
a larger probability to find the oscillator at larger values of x.
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%
it

|
EN

|
N
N
EN

Figure 3.2: Probability to find the oscillator at = for the first five levels of the harmonic
oscillator for &« = 1. Each curve is shifted upwards by n + % to improve the readability of the
plot.

In order to quantify the last sentence we can compute the average position, and the
fluctuations of the position. The expectation value of the position of the quantum harmonic
oscillator is given by:

+oo
(X)n = / dz z|Cy exp{—a’®z?/2} Hn(oa:r)‘2 . (3.29)

—0o0

You can easily convince yourself that (z) = 0, because the integrand is always an odd function
of x. This is what we would have naively expected, since the system is symmetric under parity.
The quantum oscillator spends an equal amount of time to the left and to the right of the
origin at x = 0.

It is more interesting to compute the mean square deviation (x?), which measures the
amplitude of the oscillations. You can compute the integrals explicitly for the first few
Hermite polynomials, or simply look up the answer in a table of integrals:

1
(%0 = (n+3). (3.30)

Once again this is the quantitative expression of our intuitive understanding from classical
mechanics: the larger the energy, the larger the oscillations!!
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3.1.5 Expansion in stationary states

Given the expansion of the wave function at ¢ = 0 in the {u,(z)} basis:
U(2,0) =Y antn(z), an = (unt(0)), (3.31)

we can express the evolved wave function at time ¢ as:

U(z,t) =Y ane  Frt/fy, (z). (3.32)

If the Hamiltonian does not depend explicitly on time, then the energy levels E, are
constant in time:

d d N d .
&En = %<\Pn(l‘,t)‘H’\I’n($,t)> = dt/dz: U, (x,t) " HY,, (2, 1)
= [ (o) [BA] W) = 0 (3.33)
ih
An observable such that:
d ~
S E@I0[e()) =0, (3.34)

for any state W(z,t) is called a conserved observable.

A time-independent operator is conserved if and only if []fl , OA} = 0.

This is a consequence of the equation that determines the time-dependence of a matrix
element:

ih%@(t)\()mf(t» — ()| [0, 11| |w®)). (3.35)

The proof of this result is left as an exercise in problem sheet 2.

3.2 Summary

Let us conclude this chapter by summarizing the main concepts introduced in this lecture.
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e Time-dependent Schrédinger equation.

e FEigenstates of the Hamiltonian. Time-independent Schrodinger equation. Physical
characterization of the stationary states.

e First properties of the solutions of the Schrédinger equation.

e The harmonic oscillator. Analytic solution, comparison between the quantum, and
the classical behaviours.

e Completeness of the energy eigenstates. Expansion in stationary states.
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4.1 Continuous spectrum

Until now we have discussed a number of examples where operators have a discrete spectrum,
i.e. where the eigenvalues are numbered by some integer index k. However there are operators
that have a continuous spectrum, like e.g. the energy and the momentum of an unbound state,
or the position operator X. This requires us to generalize the statements we have made so
far.

4.1.1 Eigenvalue equation

Let us denote by f the operator associated to an observable with a continuum spectrum, the
eigenvalue equation takes the form:

Fuor(@) = fig(x),. (4.1)
Once again, a generic state can be expanded as a superposition of eigenstates:
vla) = [ dfels)i(o); (42)

you should compare this expression with its analogue Eq. (2.4) in the case of discrete eigen-
values.
The coefficient of the expansion Eq. (4.2) is obtained by taking the scalar product:

cm—wm—/mwmwm. (4.3)

The probabilistic interpretation of the wave function can be generalized:

The probability of finding a result between f and f+df for the observable
f is given by:
le(H)I*df -

Thus we derive the normalization condition:

/ﬁMm%ﬂ. (4.4)

4.1.2 Orthonormality
Following the steps performed to obtain Eq. (2.24), we have:

/MWMNNM@:f/MW@Nww% (4.5)
]/dx¢fcw*f¢f4x>::f”j/dmwfcw*¢f«w>. (4.6)
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Taking the complex conjugate of Eq. (4.5), and using the fact that f is Hermitean, yields:

([ awvstarios®) = [arvpter frusto), @)
= / dz s (x)* ooy (x) . (4.8)

Combining the results above:
(F= 1) [ dwvp(e) fos@) =0, (4.9)

and therefore, if f # f/,
(1 =0. (4.10)
Now comes a subtle point. The norm of the state |¢) is given by:

o) = [ @ df (el (4.11)
= [ar o [arinis. (4.12)

where we used the orthogonality result Eq. (4.10). Now the integral over df’ in Eq. (4.12)
vanishes for any finite value of (f|f). Therefore we need to impose that (f|f) is infinite, and
normalized so that

[ariin =1 (4.13)

The delta function introduced by Dirac satisfies precisely this condition, so we can write:
(#10) = [ dz @) vs(a), (414)
=5(f—1). (4.15)

Properties of the Dirac delta are summarized below.

4.1.3 Example: the free case

As an example of a system with a continuous spectrum we shall briefly recall the properties
of the free quantum particle (V' = 0). The Schrodinger equation reads:

n? d?
 2mda?

(z) = BE(z). (4.16)
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For F > 0 this equation has got two solutions:

; ik [2mE
uk,l(x) = ezk:E’ uk,Q(x) =€ F ) k= 2 (417)

Each level (except for £ = 0) is doubly degenerate, with the two solutions representing
respectively particles travelling to the right and to the left. Note that we have used to
indices to identify the eigenfunctions: k is related to the value of the energy, and we can see
that it spans a continuum spectrum. The second index is discrete, and runs from 1 to 2,
simply to distinguish the two degenerate functions.

The time-dependent solution of Schrédinger equation reads:

Uy (z,t) = Aexpli(kx — wt)} = Aexp{i(px/h — Et/h)}

which is an eigenfunction of both energy:

iﬁaat\llk(x,t) = hw¥(z,t) = EVy(z,t)

and momentum:

p\I/k($,t) = —ih%@k(l‘,t) = hkVy(z,t) = pVg(z,t)

and yet is not normalisable because

| Uy (z,1)]* = |A]? exp{i(kx — wt)} exp{—i(kz — wt)} = |AJ?

/ D2, ) dar = \A|2/ dr = 00

o0 —0o0

so that

However, the physical interpretation is obvious; we are equally likely to find the particle
anywhere in the interval —oo < x < oo, so that the probability density is uniform. This can
be regarded as a direct consequence of the Heisenberg Uncertainty Principle: the uncertainty
in momentum is zero and therefore the uncertainty in position must be infinite.

We can circumvent this technical difficulty by, for example, pretending that we are deal-
ing with a finite system and only taking the limit of an infinite system at the end of any
computation.

Note that solutions with F < 0 yield a purely imaginary k, and therefore the eigenfunc-
tions are not even bounded. Hence they do not represent physical states. The only allowed
states for the free particle are the ones with positive (kinetic) energy.
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We can now readily check that the eigenfunctions of the continuous spectrum found above
satisfy the orthogonality and completeness relations discussed in Sects. 4.1.1, and 4.1.2:

) = OO ¢ etk Fr_ etk )
v = [k [fwe + fme ] (118)
/ dz e =F) = ox5(k — k). (4.19)

Eq. (4.18) is nothing but the well-known fact that normalizable functions admit a Fourier
transfom. On the other hand Eq. (4.19) is a property of the Dirac delta, that you can find
in the box below .

Note that Eq. (4.19) implies that the properly normalized eigenfunctions are:

, 1 , 2mE
R upa(r) = ——e T k= iy (4.20)

ug,1 () = N ) N 72

"You will see again both these results in one of the Mathematics courses
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Mathematical aside

The delta function is the natural extension of the familiar Kronecker delta d;; to the case of

continuous variables; it is defined as:

d(z)=0, ifx#0, 6(0)=o00,

b if a
/dm(m)g(x):{g(()), fa<0<b,

0, otherwise

and

for any continuous function g(x).
The following properties are very useful when dealing with delta functions.

’ & if a c
/dx(S(x—c)g(x):{g( ), ifa<e<b,

0, otherwise ;
5(—z) = 8(x)
5(az) = é‘a(x),
9(@)d(z —y) = g(y)d(z — y);
zd(z) = 0;
d 1, ifz>0,
%9(:0) =d(z), wheref(z)= {0’ <0
1

| degta)ste) = 5900).
0

(4.21)

(4.22)

(4.29)

(4.30)

The delta function can be defined as the limit of ordinary functions, here are some examples,

that you are encouraged to sketch to visualize what happens.

1 2/.2
— [ —x* /e
(5(.%') el—r>r(l) ﬁEe ’
~ lim sin(L:p)’
L—oo s
;2
. sin®(Lx)
— lim o)
oo wla?

)

(4.31)
(4.32)

(4.33)

(4.34)
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The folowing representation for the delta function is very useful:

/ dz ™) = ons(k — k') . (4.35)

4.1.4 Spectral decomposition

For a generic operator O, the eigenvalue spectrum can be made of discrete eigenvalues O,
and continuous values f. In this case we need to consider both the eigenfunctions of the
discrete spectrum and those of the continuos spectrum to have a basis to expand quantum
states in.

(@) = 3 entnle) + / df e(fos(z) (4.36)

n

) = S (nl) In) + / af (F10) 1) (4.37)

n

Eq. (4.36) summarizes the completeness relation for both discrete and continuous spectra.

4.2 General properties

There are some nice theorems that can be derived from the postulates of the theory. They
are logical consequences of the principles that we have set up, and do not require further
assumptions. They yield further information on the dynamics of the systems that we wish
to study.

4.2.1 Energy expectation value

The expectation value of the energy in a quantum state is given by:

A~

A 2 A~
(WA |T) = /dw\II(az,t)*(jm V)0, 1) (4.38)
= —2h; dx \I/(a;,t)CZ;\I/(x,t) + /dm U(x, )V (z)¥(z,t) (4.39)

2 2
= ;—m dx %\I/(a:,t) + /dx V() |0 (x, ) (4.40)

> Vion / d |9(2, ) = Viegn (4.41)
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i.e. the expectation value of the energy is always larger than the minimum of the potential
energy:

(E) > Vinin |- (4.42)
4.2.2 Ehrenfest’s theorem

Using Eq. (3.35) the following equations can be proved:

d N A

5 (mX) = (P), (4.43)
d - d

)=~ V(X)). (4.44)

This result is known as Ehrenfest’s theorem. It is interesting to note that the expecta-
tion values of the position and momentum operators satisfy the same equations of mo-
tion that we find in Newtonian mechanics. Eq. (4.43) is easily proven using the fact that

[mf(, P2/(2m)| = ihP. In order to obtain Eq. (4.44) you need to use the following relation:

[Pv(X)] = mdiXV(X) , (4.45)

where (d/dz)V denotes the derivative of V' with respect to its argument.

4.2.3 Degeneracy and oscillations

The results in Secs. 4.2.1, and 4.2.2 apply to systems in any number of dimensions. The
following results instead are only valid for one-dimensional systems.

The discrete energy levels in a one-dimensional potential well are not
degenerate.

Proof. Let us assume the contrary, namely that there is an energy value E for which we have
two degenerate eigenstates 1 and 2. The two eigenfunctions satisfy the same equation:

(= (E-V@)ur, (4.46)
5= —277? (E=V(z)) 2. (4.47)

Multiplying the first equation by 9 and the second one by 11, and subtracting them, we
obtain:

o — 1l = 0. (4.48)
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Integrating with respect to x yields:
Y1 (x)2(x) — ¢h(2)¢r (z) = const. (4.49)

Since the eigenstates must be normalizable, we deduce that ¥, = ¥y = 0 at x = 400, and
hence const = 0,

U1 (@)iha(z) — Yy(a)r(2) = 0. (4.50)

Integrating again with respect to x:
log ¥1 = log o + const, (4.51)

i.e. Y1 and 19 are proportional and therefore describe the same eigenstate, which contradicts
the initial statement.
The second theorem states that

’The wave function of the n-th discrete energy level has n — 1 zeroes.

In particular, the wave function of the ground state does not vanish, for any value of x.
We shall not prove this theorem explicitly.

4.3 Heisenberg representation

Let us conclude this lecture by discussing a different way to characterize the time evolution
of a quantum system.

In the Schrodinger picture the state of the system evolves in time, while the operators
are usually time-independent. The expectation value of an observable O at time ¢t is given
by: A A

(U(B)[O1¥(1)) = (U (0[O /M0 (0)) , (4.52)

where we have used Eq. (3.13) to express |U(¢)) as a function of |¥(0)).
We can now interpret Eq. (4.52) as the expectation value of a time-dependent observable:

On(t) = et/hOe~Ht/R | (4.53)

whose expectation is computed between time-independent states. This is called the Heisen-
berg representation.
The dynamics in the Heisenberg representation is dictated by an equation describing the
time evolution of the operators:
d .
ih=-On(t) = [0, H} . (4.54)

Depending on the problem that you are trying to solve, one representation may be more
effective than the other. The physical predictions however are clearly identical!
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4.4 Summary

As usual, we summarize the main concepts introduced in this lecture.

Completeness and orthogonality relations for the continuous spectrum.

Free particle as an example of the above concepts.

More properties of the solutions of Schrédinger equation.

The Heisenberg representation.




Interlude A

Postulates

43



44 INTERLUDE A. POSTULATES

The Postulates of Quantum Mechanics

We can now try to summarize the minimal set of assumptions that we have discussed so
far to set up quantum mechanics. There is no unique choice and you will find a variety
of formulations in the various recommended texts. This is a quick review of the concepts
discussed in lectures 1-4; it will not be presented in a lecture, but should be used as a reference
for the basic concepts. The rest of the course will present further developments of quantum
mechanics that rely on these postulates.

Postulate 1:

Every possible physical state of a given system corresponds to some wavefunction
U(z,t) that is a single-valued function of the parameters of the system and of time,
and from which all possible predictions of the physical properties of the system can
be obtained.

Note: the parameters could be, for example, coordinates but may also refer to internal
variables such as ‘spin’.

Postulate 2:

Every observable may be represented by a Hermitean operator. To each such ob-
servable, A, there corresponds an operator, A, with a complete orthonormal set of
eigenfunctions, {u;(x)}, and a corresponding set of real eigenvalues, {A4;}:

~

Aui(z) = Ajui(z)

The only possible values which any measurement of A can yield are the eigenvalues

Ay, Ao, A,

Notes:

e Orthonormality means as usual that

/oouf(x)uj(a:) dr = 6,

[e.o]

e completeness means that an arbitrary wavefunction ¥(z,t) can be expanded as:

U(z,t) = cit)ui(x)

i
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with coefficients ¢; given by orthogonal projection:

es(t) = /_OO @) (o, 1) da

o
The set of functions {u;(x)} is referred to as the eigenbasis of A.

e the eigenvalues of A may be discrete or continuous.

Postulate 3:

If the observable A is measured on a system which, immediately prior to the mea-
surement, is in the state ¥(x,t) then the strongest predictive statement that can be
made about the result is

P(A;), the probability of getting A; = |/ ui(z)¥(z,1) dz|* = |c;(1)[?
—00

Notes:

e measurements are assumed to be ideal, i.e. to yield a single, errorless real number;

o0

e the integral / u;(z)¥(r,t) dz is sometimes called an overlap integral;

—00

e in general, we cannot predict with certainty the outcome of a measurement; only in the
special case where ¥(z,t) coincides with an eigenfunction of A, for example, ux(x) at
the instant ¢, in which case

cj(t) = /_OO ui(z)ug(r) dz = djk

o)

so that A will be obtained with probability 1;

e a measurement of A on each of two identically prepared systems, both in the same
quantum state ¥, will not necessarily yield the same result.

Successive Measurements

What can we say about the state of a system after making a measurement of A on it ?
Suppose that the result of our measurement was Ag. Then it is plausible that were we to
immediately remeasure A, we should get the same result Ap. Postulate 3 asserts that we
can only be certain to get the result Ay if the system is described by the eigenfunction wuy
corresponding to the eigenvalue Ay.
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Postulate 4:

A measurement of an observable A generally causes a drastic, uncontrollable change
in the state of the system. Regardless of the form of ¥ (x,t) just before the measure-
ment, immediately after the measurement the wavefunction will coincide with the
eigenfunction of A corresponding to the eigenvalue obtained in the measurement of

A.

Notes:

e this is sometimes referred to as the collapse of the wavefunction; we also speak of forcing

the system into an eigenstate;

e we have assumed that the eigenvalues and eigenfunctions are in 1-1 correspondence i.e.

that there is no degeneracy;

ug(z), then the probability of getting Ay is unity if we immediately remeasure A;

e more generally, we speak of a series of successive measurements being made, if the state
of the system immediately prior to the (n + 1)th measurement (of the same, or some
other, observable) is that which resulted from the nth measurement, in contrast to the
case of repeated measurements which are always made with the system in the same

state immediately prior to each measurement.

Postulate 5:

Postulate 3 guarantees that if, after measurement of A, the wavefunction coincides with

if the wavefunction, ¥(x,t) before the measurement does not coincide with an eigen-
function of A, then the observable A cannot be said to have a value in the state ¥ (x,t);

Schrédinger Equation:
- 0
HVY(x,t) =ih—V(x,t
(,1) = ihg ¥ (1)

the system.

The time development of a quantum system is determined by the Time-Dependent

where the Hamiltonian operator, H , is formed from the corresponding classical
Hamiltonian function by operator substitution, and represents the total energy of

Notes:

— H possesses a complete orthonormal set of eigenfunctions {un(z)} and a corre-

sponding set of real eigenvalues {E), };

— if U(x,0) is normalised to 1 then ¥(z,¢) is also normalised to 1 for all .
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5.1 Potentials

In this lecture we will solve Schrodinger’s equation for some simple one-dimensional poten-
tials, and discuss the physical interpretation of the results.
The Schrédinger equation for these problems is:

i vy =~ G V@)U (5.1)
ot 2m dz2 ’
Thus the time-independent Schrodinger equation is:
h? d?
—%@Wl’) + V(z)(z) = Ey(z). (5.2)

This is a second order differential equation for the function v, which has two linearly in-
dependent solutions. Remember that 1) must be single-values and continuous, and its first
derivative with respect to x must also be continuous if the potential is not singular - see
Sect. 3.1.3.

5.1.1 Potential step

The simplest case we can think of is a potential step:

0, f <0,
V(z) = o (5.3)
V >0, for x > 0,

as shown in Fig. 5.1.

V(%)

Figure 5.1: Potential step.

Note that the energy eigenvalues are always larger than the minimum of the potential,
and hence in this case £ > 0. There are two distinct cases that need to be analyzed.
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Case 1. We shall start from the case where the total energy F is greater than V. We can
then rewrite Eq. (5.2) as:

V" = —(p/h)*Y(z), for x > 0, (5.4)

where we have introduced the real numbers:

p=V2mE, p=+/2m(E-V), (5.5)

and the double prime symbol denotes two derivatives with respect to the position x.

In classical mechanics when a particle moving from left to right arrives at x = 0 its
potential energy increases. In order for energy to be conserved, the kinetic energy of the
particle has to decrease, i.e. the particle continues to move to the right, at a smaller velocity.
The classical momenta of the particle to the left and to the right of the well are given
respectively by p and p. There is clearly no reflection when E > V in classical mechanics.

The solutions of the eigenvalue equation for the energy in the quantum system are :

{w” = —(p/h)*(x),  foraz <0,

Ae®r/h 4 Be~ivz/h for x <0,
Y(z) = { (5.6)

CePr/h 4 De=pr/h for z > 0.

They represent a superposition of plane waves travelling to the right and to the left.
We want to consider the case of an incident particle from the left that hits the barrier.
Hence for > 0 we do not expect to have a wave travelling to the left, and we can set D = 0.
We are now left with three unknown coefficients in Eq. (5.6), namely A,B, and C. One
of them determines the overall normalization of the wave function, while the other two can
be determined imposing the continuity of the wave function and its derivative at the origin:

lim (a) = lim U(). (5.7
lim ¢f(z) = lim ¢/(x). (5.8)
You can readily check that:

Eq. (5.7)=A+B=C (5.9)
Eq. (5.8) =p(A - B) =pC'. (5.10)

The system can be easily solved:
B :QA, (5.11)

p+p

o= 4. (5.12)
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Let us now discuss the physical content of this solution. To the right of the step, x > 0,
we have a wave propagating to the right. C is the relative amplitude for the particle to
be in the transmitted wave. To the left of the step, x < 0, we find a superposition of the
incident wave and a reflected wave. The relative amplitudes for the particle to be in each of
these states are respectively A and B. We have found a phenomenon that has no classical
analogue: there is a possibility for the particle to be reflected by the potential step even if
its energy is greater than the height of the barrier!!

Case 2. Let us now discuss the case where F < V. In classical mechanics this situation
corresponds to an incident particle that does not have enough kinetic energy to get past the
potential barrier, and therefore is reflected at x = 0. Formally the eigenvalue equations are
the same as Eq. (5.4), but now p is a purely imaginary number. In order to have a probability
density that is bounded for z > 0, we need to choose the solution that yields a decreasing
exponential:

p=i\2m(V - E) =ip, (5.13)

Note that in this case: o
B:p_Z,ZjA, (5.15)
p+p

and therefore |A|?> = |B|>. The magnitudes of the incident and the reflected waves are the
same. The two amplitudes are related by a simple phase shift:

P _ _e28(B) (5.16)
p+wp

The phase shift can be expressed as a function of p and p:
p=pcotd, (5.17)

which shows that § — 0 as £ — 0.

It is crucial to remark here that there is a non-vanishing probability to find the particle
in the classically forbidden region x < 0. However this probability decays exponentially as z
is increased. The typical range in which we can expect to find the particle is of the order of
h/p.

In the region where E > V(z), the wave function has an oscillatory behaviour, and
therefore a constant amplitude. On the other hand, in the classically forbidden region the
amplitude of the wave function falls off exponentially.
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5.1.2 Tunneling

We have seen in the previous Section that a quantum particle can access regions that are
classically forbidden. This fact leads to a very important phenomenon called tunneling, which
is characteristic of quantum mechanics.

A step potential of height V' and size a as shown in Fig. 5.2 yields a simple example of
tunneling that we can solve analytically.

-2 -1 0 1 2 3 4

Figure 5.2: Potential step of height V' and size a (¢ = 2 in this example) that allows the
system to tunnel from one side to the other.

We are looking for solutions that would not penetrate the barrier classically, hence 0 <
E < V. In this case, following the method used in the previous Section, we can write the
most general function for the wave function representing a wave incident from the left:

AetPr/h 4 Be—ipz/h for x <0,
P(x) = CeP/M 4 Depr/h, for 0 <z <a, (5.18)
AS(E)ew(@=a)/h forx > a.

Note that in this case we can keep the exponentially growing solution in the interval 0 < z <
a. Since this interval is finite, the wave function remains bounded. The fact that we have an
incident wave from the left is encoded in the fact that there is no left-propagating wave for
z > a, i.e. no term of the form e~»/",

In this case we have a system with 5 unknown variables A, B, C, D, and S(E). We
have to impose the continuity equations at x = 0, and z = a. The latter are four equations,
which enable us to determine the unknown coefficients up to an overall normalization. In
particular here we are interested in computing the transition amplitude S(F), i.e. the ratio
of the probability amplitude for the outgoing wave at x > a to the probability amplitude for
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the incoming wave at x < 0. The computation is not difficult, but rather lengthy, and will
be discussed in problem sheet 3.
The solution for the transmission amplitude is:

i
S(B) = - (5.19)
(p? — p?) sinh(5) + 2ipp cosh(5)
The transmissivity 71" is defined as the probability for the particle to tunnel through the
barrier:

(5.20)

sinh(pa/h) ]‘1
(E/V)A1-E/V)]
This is a monotically increasing function of E, as long as £ < V. On the other hand, if the
energy of the state is fixed, we see from Eq. (5.20) that T decreases exponentially with the
size of the barrier a:

T=|SE)?= [1+ 1

T x exp [—2 2m(V — E)a/h} . (5.21)

Tunneling is a phenomenon that has no classical analogue. Its experimental observa-
tion is one of the many strong confirmations that our framework yields correct predictions.
Tunneling has numerous applications in physics at the atomic and subatomic scale.

1. The « decay of nuclei can be modeled as a tunneling process. The « particle inside the
nucleus can be described as quantum mechanical system with the potential depicted in
Fig. 5.3. A particle with energy F would be confined inside the nucleus - i.e. inside the
dip in the potential - according to classical mechanics. However, in quantum mechanics,
the particle has a finite probability of tunneling to the right.

N(e)

T~

Figure 5.3: Potential felt by an a particle in the nucleus.

2. In solid state physics, if we separate two metals with a thin insulator layer, and apply
a voltage across the metals, then the insulator will act as a potential barrier. Any
current observed in such an experiment is due to the tunneling of the electrons across
the potential barrier.
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3.

5.2

The scanning tunneling microscope allows individual atoms at the surface of a metal
to be imaged. The layer of air between the surface of the metal and the STM’s needle
can be seen as a potential barrier that the electrons need to tunnel through. Since
the tunneling probability depends exponentially on the distance between the STM’s
needle and the surface, one can determine such distance very precisely by measuring
the current of electrons that are actually tunneling.

Summary

As usual, we summarize the main concepts introduced in this lecture.

Solution of the Schrodinger equation for simple potentials.
Potential step and continuity equations.

Reflected and transmitted waves.

Tunneling.

Experimental observation of tunneling phenomena.
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6.1 Introduction

Finally, in this lecture we are going to discuss potential wells. We are going to review briefly
the infinite potential well, and then the finite one.

In the examples that we have seen in the previous lecture, the energy could take any
value from zero to infinity - these are examples of continuous spectra. In the case of potential
wells, we will find, in addition, bound states with only discrete values of the energy - i.e.
states that are labelled by an integer.

6.2 Infinite potential well

This is a simple problem, that we have already seen in problem sheet 2. Let us review its
solution, breaking it down into logical steps.

Physical setting The system we consider here is a single particle that evolves in the
potential

V(z) =

{O, for — 5 <z <3, (6.1)

oo, otherwise.
The potential is sketched in Fig. 6.1. Note that the infinite potential well is completely

specified by its width a. Therefore we expect the physics of this system to depend on a, and
on the particle mass m.

N OO
~
e g
=
/ /// P ’
ra
A w e
/ - p <
————— /,-_ —— - — — = = = — S —— = EV\
7 % 7 -
P : -
~ - e
e el
~a *a X

Figure 6.1: Infinite well potential.
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As discussed in the previous lecture, if the walls were of finite height V' > E, the wave
function outside the wall would be of the form e ?*l/% and we would need to impose conti-
nuity at the boundary. We will consider this case in the next section. As the height of the
potential barrier tends to infinity, we have that p — oo, and hence the wave function outside
the potential e P1#l/" — 0. In other words we expect the wave function to vanish outside the
potential well, thereby implying that the probability of finding the particle outside the well
is exactly zero: the particle is confined inside the container.

We want to find the stationary states of this system, i.e. we want to solve the time-
independent Schrodinger equation.

Eigenvalue equation In order to find the stationary states we need to solve the eigenvalue
problem for the Hamiltonian, which turns the physical problem above into a well-defined
mathematical problem. We need to find the solutions of the free particle equation:
h? d?
e =F 6.2
(@) = Bu(), (62)

with the boundary conditions:

P(a/2) = ¢(=a/2) = 0. (6.3)

All the information about the system is encoded in Eqgs. (6.2), (6.3). In order to extract
this information we need to solve the equation.

2mE
h2

Solution of the eigenvalue problem Setting k = Eq. (6.2) becomes the familar

equation:
V() = —k*P(x) . (6.4)

The generic solution is a linear superposition of plane waves:
Y(z) = Ae’k® + Be~ e (6.5)

So far, the solution of the eigenvalue problem looks very similar to the solutions we
discussed for the potential barriers in the previous lecture. The peculiar features of the
infinite well are encoded in the boundary conditions specified in Eq. (6.3). The latter can be
written as:

Y(a)2) =Ae*/? 4 Behal2 — (6.6)
711(_@/2) :Ae—ika/Q + Beika/Q =0,

Eq. (6.6) yields A
A= —Be ke,
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Replacing this result in Eq. (6.7) we obtain:
sin(ka) =0, (6.8)

where we see that the boundary conditions actually restrict the possible values of k, and
hence of the possible energy values. In order to satisfy Eq. (6.8), we need:

ka =nm, n integer. (6.9)

Hence, finally, the solutions of the time-independent Schrédinger equation in the infinite well

are:
sin (£ n even
up(x) = (n‘jm) ’ ’ (6.10)
cos (T) ,  modd,
where n is an integer from 1 to co. We see from the explicit expression of the solutions that
n = 0 is excluded because the wave function would vanish identically.

Physical interpretation We can now look at our solutions and discuss the physical prop-
erties that are embodied in the mathematical expressions.
The values of the energy are:

o m2R?

2ma?’

E,=n n=12.... (6.11)

Solutions are labelled by an integer: this is an example of a discrete spectrum.
Note that the eigenfunctions u,, are also eigenstates of the momentum operator, the values
of the momentum are:
wh
Pn =n—. (6.12)
a
Note that the lowest value of the energy is greater than zero. This is a consequence of
the uncertainty principle. The particle is confined inside a box of size a. Hence the maxi-
mum uncertainty in the determination of its position is a, which implies that the minimum
uncertainty in the value of the momentum is Ap > 27wh/a. As a consequence the particle has

a kinetic energy
E ~ (Ap)?/(2m). (6.13)

The kinetic energy that stems from the uncertainty principle is called zero point energy.
A striking manifestation is the existence of liquid Helium all the way down to T = 0. In
order to have solid Helium, we need to localize the particles in a lattice. This localization
entails a zero point energy, which becomes large for light particles, as shown by Eq. (6.13).
In the case of Helium the zero point energy is so large that the interatomic forces can no
longer constrain the particles in a lattice, and the system remains in a liquid state.
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6.3 Parity

By inspecting the energy eigenstates in Eq. (6.10) we see that

Up(—z) =un(x), mnodd, (6.14)
Un(—x) = —up(x), n even. (6.15)
(6.16)

Under the parity operations defined in Eq. (3.26) the eigenfunctions wu,(z) are multiplied
by a constant (—1)"*1, i.e. they are eigenstate of the parity operator P, with eigenvalue
(—1)"*1. The eigenvalue is called the parity of the state. States with parity (+1) are called
even, states with parity (—1) are called odd.

For a potential that is symmetric under parity, you can readily prove that:

PHY(z) = HPY, (6.17)

for any wave function 1, which is the same as saying that [75, H } =0.

As a consequence of the commutation relation, for each eigenstate of the Hamiltonian u,,,
we can construct another eigenstate of H with the same eigenvalue by acting with P on it:

HPuy,(x) PHun( )
:EnPun(:E) . (6.18)

We can then construct the states

(1 + 75) un (@), (6.19)

which are simultaneous eigenstates of H and P. Notice that the result above does not neces-
sarily imply that the energy levels are doubly-degenerate, since one of the linear combinations
defined in Eq. (6.19) could vanish. The main result to remember here is the following.

If the Hamiltonian is symmetric under parity, i.e. if [77 H ] = 0, then there exists a set of
eigenfunctions of H that are also eigenstates of P. Or, equivalently, we can find a complete
basis of eigenstates of H made of either even or odd functions of the position z.

6.4 Finite potential well

The final example that we are going to discuss is the finite potential well, which corresponds
to the potential:

otherwise .

V(z) = {;VO’ for |o| < a/2, (6.20)
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Once again we have a potential that is symmetric under parity, V(—x) = V(z). Therefore
we can choose to look for solutions of the energy eigenvalue equation that are also parity
eigenstates.

As discussed previously, energy eigenvalues must be larger than —Vj. This means that we
can have states with —V{) < E < 0; they are called bound states: the wave function for these
states decays exponentially at large |z|, so that the probability of finding the particle outside
the well becomes rapidly very small. On the other hand, states with £ > 0 correspond to
incident plane waves that are distorted by the potential. We will concentrate on the bound
states here.

The Schrodinger equation reads:

2m
= {—2&2&/} (6.21)
— 32 (E+ Vo).

The main difference between the infinite and the finite well comes from the fact that the
wave function does not have to vanish outside the classically allowed region |z| < a/2. As
we discussed before, the wave function for || > a/2 will decay exponentially.

For —V < E < 0, the even parity solutions are of the form:

Acos(pz/h), lz| < a/2
W(x) = CePr/h, x> a/2 (6.22)
Cepr/h, r < —a/2,
while the odd parity solutions are:
Asin(pz/h), |z| < a/2
Y(z) = { Ce P/, x>a/2 (6.23)
—CePr/h, r<—af2.

As usual we have introduced the momenta:

p=+2m(E+Vy), p=v-2mE. (6.24)

(Remember that we are looking for bound states, and hence F < 0.)

Once again the values of F cannot be arbitrary, they are determined when we impose the
continuity condition. Imposing continuity of the wave function and its derivative in the even
parity sector, we obtain:

Acos (%) =Ce P/ 2h)

Py (PO _ P —pa/(2h)
hAsm(2h> hC’e .
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Dividing the bottom equation by the top one, we obtain the quantization condition for the
energy levels:

pba _
¢ (—) — 5. 6.25
ptan (o) =p (6.25)
Similarly in the odd parity sector we obtain:
pa> _
t{=—)=—-p. 6.26
pco (% p (6.26)

The graphical solution of these equations is discussed in problem sheet 3.
The main physical features of this system is that there is always at least one even bound
state. For very small V{, i.e. for a shallow well, you can show that

mVOQa2
2h2

E=-— (6.27)

6.5 Summary

As usual, we summarize the main concepts introduced in this lecture.

Detailed solution of the infinite potential well.

Logical steps, mathematical tools, interpretation.

Zero point energy.

Potentials symmetric under parity.

e Using parity to solve the finite potential well.
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7.1 Introduction

In this lecture we generalize the concepts introduced so far to systems that evolve in more
than one spatial dimension. While the generalization of the concepts is straightforward, we
will encounter new features that were not present for one-dimensional systems. The three-
dimensional formulation will allow us to discuss more realistic examples.

7.2 Quantum states

We discuss here the case of three spatial dimensions; positions in space are specified by
e.g. threee Cartesian coordinates (x,y,z). All results can be reduced to the case of a two-
dimensional space by dropping the dependence on the third coordinate z.

As in the one-dimensional case, quantum states are described by a wave function - cfr
Eq. (1.2):

’quantum state ~ U(r,t), ‘ (7.1)

the wave function is now a function of the position vector: r = (z,y, z), hence it depends on
three coordinates.

The modulo square of the wave function has the same probabilistic interpretation dis-
cussed in Lecture 1:

|U(r,t)|?dr is the probability that a measurement of the position of the particle yields
a result in the infinitesimal volume element dr at r with dr = dxrdydz in Cartesian
coordinates or 72 sin @ dr df d¢ in spherical polars.

Thus |¥(r,t)|? is a probability per unit volume.
The normalisation condition becomes

/ |U(r,t)2dr = 1. (7.2)
all space

The physical meaning of this equation should be clear: the probability of finding the system
somewhere in space must be equal to one.

Note that if the system under consideration is a two-dimensional system, then the position
vector is a two-dimensional Euclidean vector, and all the integrals are computed over two-
dimensional surfaces.

We can still use Dirac’s notation to denote a state vector:

U(r,t) «— [U(1)). (7.3)

The scalar product of two states now involves an integral over the whole volume:

@)W (1)) = / dEB(r, ) (s, ). (7.4)
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We can rewrite the normalization condition as:

(T|T) =1. (7.5)

7.3 Observables

As far as observables are concerned, there is no conceptual difference between the one-
dimensional systems that we discussed in the first part of the lectures, and systems in
higher-dimensional spaces. Observables are in one-to-one correspondence with linear Her-
mitean operators acting on the wave functions.

Let us summarize the main features of the correspondence:

e The eigenvalues of the operator O yield the possible outcomes of a measurement of the
observable O.

e You can easily check that the orthogonality relations that we proved for the eigenfunc-
tion of a Hermitean operator in the one-dimensional case are still true.

e Likewise, the set of eigenfunctions of a Hermitean operator are a complete set and
therefore any wave function can be expanded using these eigenfunctions as basis.

Example The eigenvalue equation for a Hermitean operator O in a three-dimensional Sys-
tem is:

Oty (1) = Optfi(r) - (7.6)

Note that in this case the eigenfunctions depend on the vector r. This is the only peculiarity
of the three-dimensional case. The eigenvalues Oy are the possible values for O, the eigen-
functions vk (r) describe states where a measurement of O would yield Oy with probability
one.

The completeness of the eigenfunctions is expressed by the fact:

Y(r) = extr(r) (7.7)
k

for any generic quantum state ¥(r). As before, |c;|? yields the probability of getting the
value O upon measuring O in the state . The coefficients ¢ are obtained from the scalar
products:

k= (Prlt)) (7.8)

where now the scalar product requires a three-dimensional integral, according to Eq. (7.4).
Using Dirac’s notation, the definition of the Hermitean conjugate is formally unchanged:

(@l0'|v) = ((WIOl8)) " (7.9)
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If you want to rewrite the relation above using wave functions and integrals, you get:

/ﬁf¢vréhmm::(/drwwfé¢v0*. (7.10)

Remember that now we need to integrate over three-dimensional space, dr is the infinitesimal
integration volume.

Example It is interesting to consider the generalization of the momentum operator defined
in Eq. (2.29) for the one-dimensional system. The momentum is a three-dimensional vector P
which can be represented by its three components in a Cartesian reference frame (P, P, P;).
Following our general prescription, to each component of the momentum we associate a
Hermitean operator:

P, = —ih—, 7.11
ihe (7.11)

. 0
Py = —Zh@ , (7.12)

- 0
P, =—ih—. 7.13
ih- (7.13)

Hence for instance:
Puy(r) = —ih o (7.14)
e oz |, '

A concise notation for the momentum operator is :

P =—inv. (7.15)

We shall use the notation xz;, with ¢« = 1,2, 3 to denote the three components x,y, z respec-
tively. Similarly 6%1- will be used to indicate 8%7 3%, % respectively. Using a simple property

of partial derivatives, we have:

62
al'jaxi
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8:@890]-

PPy (r) = -1 Y(r) = ~1’ Y(r) = PiPiy(r). (7.16)
Different components of the momentum commute with each other, i.e. they can all be
measured simultaneously.

Following the derivation that led to Eq. (2.39), you can readily prove the canonical com-

mutation relations in three dimensions:

X, By| = inoy;. (7.17)
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Thus X does not commute with 153;, but does commute with Py and P,. These commutation
relations lead to Heisenberg uncertainty relations involving the components of the position
and the momentum of the particle:

~

AX;-AP; > =55 (7.18)

2
7.4 Dynamics

As for the one-dimensional systems the dynamics is determined by the Schrodinger equation:

.0 5
zha\ll(f, t)=HY(x,t). (7.19)

In three dimensions the hamiltonian for the system can be expressed as:

H=T+V
n_, N
= X 2
va +V(X), (7.20)
where ) , ,
0 0 0
2= —— 4+ — 21
v Ox? + Oy? + 022 (7.21)

is the Laplace operator. Thus the time evolution of a quantum state is found by solving the
differential equation:

2
ihgtllf(r, t) = {—2hmv2 + V(T)} U(r,t). (7.22)

As usual, we are going to solve the time-dependent Schrodinger equation by expanding the
solution in eigenstates of the Hamiltonian. The latter are obtained by solving the eigenvalue
problem for H, i.e. the time-independent Schroddinger equation:

Hyp(r) = BEd(r). (7.23)

Example The isotropic harmonic oscillator in 3 dimensions, for which the potential is
V(r) = imw?r? = imw? (22 + 32 + 22) (7.24)
The eigenvalue problem can be separated in Cartesian coordinates by writing:

un(r) = X(z) - Y(y) - Z(2), (7.25)
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yielding
R 1 d?X +1 2,20, [ R? 1 d%Y +1 N h21d2Z+1 22\ _ g
mw e mw ——— ———+ —mwz* = E,.
“om X da? om Y dy? v om Z dz2 2 n
(7.26)
Each term in braces must be equal to a constant, so we can write
En, +En, +En, = E, (7.27)
with, for example,
R d*X
{~om r ¥t X} =B, 72
which is just a 1-dimensional oscillator problem for which we know the solution:
E,, = (ne+3)hw, nx:() 1,2,3... (7.29)
X(z) = up,(z)=C,, exp(—a?z?/2) H, (oz:x) (7.30)
Thus
E, = (n$+ny+nz+%) hw, ng,ny,n,=0,1,2,3... (7.31)
= (n+3)hw, n=0,1,23... (7.32)

7.5 Degeneracy

We see in the previous example a new feature, that we had not encountered in the one-
dimensional case. The three-dimensional harmonic oscillator displays degeneracy, i.e. more
than one eigenfunction correspond to the same eigenvalue.

Eq. (7.31) shows that a given value of E,, can arise in more than one way. For example:

ni|ng Ny Nz | dn

010 0 0 1
1 0 O

110 1 0] 3
0 0 1

Jn is the number of ways that a given value of n, and hence of the energy E,,, can arise, and is
called the degree of degeneracy. We say, for example, that the n = 1 level is 3-fold degenerate,
meaning that there are three distinct quantum states of the same energy, corresponding to
the eigenfunctions

ui(z) - uo(y) - uwo(2), wo(w) ur(y)-uo(z), wo(z)- uo(y) ui(z). (7.33)
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7.6 Summary

As usual, we summarize the main concepts introduced in this lecture.

69

Description of three-dimensional quantum states.

Implementation of the observables as Hermitean operators.

Momentum operator and commutation relations.

e Degeneracy.

Schrodinger equation, stationary states and separation of variables.
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8.1 Introduction

Now that we have introduced three-dimensional systems, we need to introduce into our
quantum-mechanical framework the concept of angular momentum.

Recall that in classical mechanics angular momentum is defined as the vector product of
position and momentum:

L=rxp=|2 y =z |. (8.1)
Pz Py Dz

Note that the angular momentum is itself a vector. The three Cartesian components of the
angular momentum are:

Ly =yp. — 2Dy, L, =zp, —xp,, L.,=2py —yps- (8.2)

8.2 Angular momentum operator

For a quantum system the angular momentum is an observable, we can measure the angular
momentum of a particle in a given quantum state. According to the postulates that we
have spelled out in previous lectures, we need to associate to each observable a Hermitean
operator. We have already defined the operators X and P associated respectively to the
position and the momentum of a particle. Therefore we can define the operator

L=XxP, (8.3)

where E = —ihV. Note that in order to define the angular momentum, we have used the
definitions for the position and momentum operators and the expression for the angular
momentum in classical mechanics. Eq. (8.3) yields explicit expressions for the components
of the angular momentum as differential operators:

. d d . d 0 - 0 0
Ly=—ili(y——2—), Ly=—ili(e——2—), L,=—ihi(o——y—].
! (y(?z Zﬁy) v ! <Z8x x@z) ! (x(?y 83:)
8
Eq. (8.4) can be economically rewritten as:
b= —iheipm; 2 (8.5)
i — ijk &g al‘k ) .

where we have to sum over the repeated indices.

Mathematical aside
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In Eq. (8.5) we have used the same convention introduced in Lecture 7; we use:
T =7z, T2 =Y, r3 =z, (86)

to denote the three components of the position vector. The same convention is also used for
the partial derivatives:

G0 Bm 0y Om 0 &0
In general the components of a vector V can labeled as:
Vi=Ve, Vo=V, V3=V,. (8.8)
The symbol g;5;, denotes the totally antisymmetric unit tensor:
€123 = €231 = €312 = 1,  cyclic indices (8.9)
€913 = €132 = €321 = —1,  anticyclic indices (8.10)

Out of twenty-seven components, only the six above are actually different from zero. Check
that you understand Eq. (8.5).
The following relations are useful:

Eiki€imn = OkmOin — OknOim , (8.11)
Eiki€ikm = 20im , (8.12)
Eiki€ikl = 6. (8.13)

Using the canonical commutation relations, Eq. (7.17), we can easily prove that:

N

[Le, L, =ihL,,  [Ly,,L,) =ihL,,  [L., L. =ihL,. (8.14)

The proof of this statement is left as an exercise in problem sheet 4. Once again, it is useful
to get familiar with the more compact notation:

[ﬁi, ﬁj} — ihegel|. (8.15)

Example Instead of using the canonical commutation relations, we can derive the com-
mutation relations bewteen the components L; using their representation as differential op-
erators.
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I 0 0 0 0
Lel, = w2 (y2 22 ) (-2 22
Y ( Yoz Z@y) <28:1: 82)
= K ﬂ—i— 2782 — :I:a—2—22 o + zx e
N Yor TV 8200~ Y7522 OyOx oyoz |’

IR 3} 0 0 0
— _p2 . ~ 2
LyLe = —h <(Z6$ x8z> <(y8z Z@y)

* o? 02 a}

whilst

— _p2 - _
= h {zy 0xdz ~ Ozdy a2 o 020y * xay

Noting the usual properties of partial derivatives

0?2 9?2
0xdz 020z’ etc (8.16)
we obtain on subtraction the desired result:
[iz,ﬁy} = K2 <x88y - yaaa) = ihL, . (8.17)

Note that the Cartesian components of the angular momentum do not commute with
each other. Following our previous discussion on compatible observables, this means that
the components are not compatible observables. We cannot measure, for instance, L,
and L, simultaneously, and we do not have a basis of common eigenfunctions of the two
operators. Physically, this also implies that measuring one component of the angular
momentum modifies the probability of finding a given result for the other two.

Angular momentum plays a central role in discussing central potentials, i.e. potentials
that only depend on the radial coordinate r. It will also prove useful to have expression
for the operators Lx, L and L, in spherical polar coordinates. Using the expression for the
Cartesian coordinates as functions of the spherical ones, and the chain rule for the derivative,
yields

L, = zh(snub —l—cotﬁcosqﬁad))

L, = ih(—cosqﬁ + cot 0 sin ¢ ¢>

. 0
L, = —ih—
m&b
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8.3 Square of the angular momentum

Let us now introduce an operator that represents the square of the magnitude of the angular
momentum:

P=02+102+12= ZL (8.18)
or, in spherical polar coordinates

. 19 9 1o
P2=—p2 oy, L o) 1
h Lme 06 (Sln989> * sin298qb2} (8.19)

The importance of this observable is that it is compatible with any of the Cartesian compo-
nents of the angular momentum;

(L% L, = [L? L,) = [L* L,]=0. (8.20)

[L2,L)) = [L+ I:i + L2 L.] from the definition of L2
= (L3, L]+ [L}, L] + [L2, L]
= [L2,L.]+[L2 L.] since L. commutes with itself

A A A

= L,L.L,—L,L,L,+L,L,L,—L,L,L,

We can use the commutation relation [L,, f)w] = ihf)y to rewrite the first term on the RHS

as o o o
L,L,L,= L,L.L,—ihL,L,,

and the second term as

and the fourth term

thus, on substituting in we find that
(L%, L.] = —ihLyLy — ihLyLy +ihLyL, +ihL,L, = 0.

QED
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8.4 Eigenfunctions

The compatibility theorem tells us that L? and L, thus have simultaneous etgenfunctions.
These turn out to be the spherical harmonics, Y, (0, ¢). In particular, the eigenvalue equa-
tion for L? is

L2Y[™(0, ) = L0+ )R> Y{"(0, ), (8.21)
where £ =0, 1, 2, 3,... and
204+ 1 (0 —m)?
v (0,0) = (o | 2RI R cost)exp (imo) (8.22)

with P;"(cosf) known as the associated Legendre polynomials. Some examples of spherical
harmonics will be given below.

The eigenvalue £(£ + 1)h? is degenerate; there exist (2¢ 4 1) eigenfunctions corresponding
to a given ¢ and they are distinguished by the label m which can take any of the (2¢ + 1)
values

m=00—1,..., —0, (8.23)

In fact it is easy to show that m labels the eigenvalues of L.. Since

Y{"(0,8) ~ exp (ime) (8.24)
we obtain directly that
T 0 m m
L. Y/"(0,0) = —ihgg e (0,0) = mhY;(0, ), (8.25)

confirming that the spherical harmonics are also eigenfunctions of L. with eigenvalues mh.

Mathematical aside
A few examples of spherical harmonics are

B0.0) = —=

Y2(0,¢) = gfwﬁ

Yi0,¢) = — gfmemmw)
YN0, ¢) = gﬁm&mm%@.
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8.5 Physical interpretation

We have arrived at the important conclusion that angular momentum is quantised. The
square of the magnitude of the angular momentum can only assume one of the discrete set
of values

e+ 1R, £=0,1,2, ...

and the z-component of the angular momentum can only assume one of the discrete set of
values

mh, m=4£L0—1,..., /L

for a given value of /.

¢ and m are called the angular momentum quantum number and the magnetic quantum
number respectively.

Finally a piece of jargon: we refer to a particle in a state with angular momentum quantum
number ¢ as having angular momentum £, rather than saying, more clumsily but accurately,
that it has angular momentum of magnitude /¢(¢ + 1) A.
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9.1 Spectroscopic Notation

We saw in the last section that the only allowed values of the angular momentum quantum
number, /, are

(=0,1,2,3,...

For historical reasons, each possible ¢ value is denoted by a letter of the alphabet according
to the following sequence:

s, p,d, f, g, h, ... and so on alphabetically

Thus, for example, an £ = 0 state is referred to as an s-wave state, and so on. The reason
for the non-alphabetic order of the first four letters is that they are taken from the names of
four series of spectral lines, called sharp, principal, diffuse and fine, observed in the spectra
of alkali atoms such as Sodium.

14 0|1]2|3|4|5
notation | s | p|d| flg|h

Table 9.1: Spectroscopic notation for the first few ¢ values.

9.2 Dirac’s notation

We can introduce a Dirac notation for the spherical harmonics. To each function Y;™(6,¢)
we associate a ket |¢, m), which represents a vector in an infinite-dimensional space.
The scalar product of two vectors can be written using the bra-ket notation:

T 27 ,
(&, |, m) = /O sin 0df /0 Ao YE" (9,6)" Yi"(8,9) (9.1)

The eigenvalue equations for L2 and L. can be written using Dirac’s notation:
L.|¢,m) = hm|t,m) , (9.2)
L26,m) = B20(£ 4+ 1)|0,m) .
The orthonormality of the spherical harmonics is concisely written as:
,m' 1, m) = 8y 46 m - (9.4)

The completeness of the spherical harmonics amounts to the fact that any function f(6, ¢)
has a unique expansion:

f<97 ¢) = Z C@,mYém<97 ¢) ) (95)
Lm
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where:

Cem = (;mlf) . (9.6)

9.3 Experimental Evidence for Quantisation

Since the results that we have just obtained seem so bizarre, let us consider the experimental
evidence supporting the contention that the component of angular momentum in a particular
direction, say the z-direction, cannot take any old value but is restricted to be one of (2£+1)
possible values.

We will consider in barest outline an experiment known as the Stern-Gerlach experiment,
in which a beam of neutral paramagnetic particles (atoms) is deflected by a inhomogeneous
magnetic field. The apparatus is schematically represented in Fig. 9.1. The inhomogeneous
magnetic field between the poles sketched in the figure causes each particle in the beam to
be deflected by an amount proportional to its magnetic moment. The original experiment
was first performed by Stern and Gerlach in 1922 in Frankfurt. Note that Stern at that time
was an assistant to Max Born, before the latter came to Edinburgh.

Let the vertical direction be the z-direction, then the deflection at the screen is propor-
tional to the z-component of the magnetic moment, which in turn is proportional to the
z-component of the angular momentum of each particle. Thus the deflection is a measure of
the observable L.

In classical mechanics we would expect a continous range of deflections, corresponding to
the random orientations of the magnetic moments of the particles emerging from the oven.
Instead the beam appears to be split into a number of discrete components. This phenomenon
is sometimes referred to as spatial quantisation. The number of beams is (2¢ + 1), so that if
the theory discussed so far is correct there should always be an odd number of beams.

Actually, the original experiment of Stern and Gerlach observed just two beams, which
would correspond to £ = %, not one of the allowed values! We shall return to discuss the
significance of this observation later. In the meantime we simply note that the experiment
supports the idea that the component of angular momentum in a given direction can only
take certain discrete values.
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Figure 9.1: A beam of atoms leaves the oven F, is collimated by the slit ' and is split by the
inhomogeneous magnetic field between the pole pieces, before being detected at the screen.
The deflection of the beam depends on the angular momentum of the particles.
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9.4 Summary

As usual, we summarize the main concepts introduced in the last two lectures.

Definition of the angular momentum. Angular momentum as a differential operator.

Commutation relations between the components of the angular momentum.

Square of the angular momentum, commutation relations.

Eigenvalue problem for L? and L,.

Spectroscopic notation.

e Experimental evidence.
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10.1 Introduction

We are now ready to study a generic class of three-dimensional physical systems. They are
the systems that have a central potential, i.e. a potential energy that depends only on the
distance r from the origin: V(r) = V(r). If we use spherical coordinates to parametrize our
three-dimensional space, a central potential does not depend on the angular variables 6 and
¢.

An example of central potential is the Coulomb potential between electrically charged
particles:

Ze?

Vi == (10.1)

10.2 Stationary states.

As usual, the dynamics of the system is encoded in the solutions of the time-independent
Schrédinger equation:

K,
5+ V)| ul) = Bulo), (102)

We have denoted the mass of the particle by p in order to avoid confusion with the magnetic
quantum number m, which will appear in the solutions below.
It is clearly convenient to use spherical coordinates, and write the Laplacian as:

10 0 1 0 0 1 0?
2_ - Y 2 Y i 3 — I
V= r2 or <T 87‘) T 5o 00 (Sm089> T sin? § 9¢? (103)

The key observation to solve the eigensystem in Eq. (10.2) is that we can use Eq. (8.19) and
rewrite the Laplacian as:

10 0 1 -
2_ 1 0 20\ 2
Ve = 27, (’r 87") h2r2L ) (10.4)
and thus the eigenvalue equation becomes:
RP[ 10 (4,0 1 -y
mi‘ﬂm<rm>+WﬂLLW”¢”*E_W””“a@' 1o

Separation of variables. We have already seen that the eigenfunctions of the operator
L? are the spherical harmonics Y;™(6, ¢). Therefore it makes sense to look for a solution of
the time-independent Schrédinger equation by separating the solution into:

u(r,8,¢) = R(r)Y;"(0,¢) . (10.6)
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We have written the general solution u(r) as the product of a radial function R(r), which
depends only on the radius r, times the spherical harmonics. The latter encode all the angular
dependence of the solutions u(r).

Using Eq. (8.21), we can rewrite Eq. (10.5) as an ordinary differential equation for the

function R(r):
1 d [ 5dR (0+1) 2u B
L4 <r an > TRy M E -V R=0. (10.7)

Note that the magnetic quantum number m does not enter in the equation for the radial
wave function R. Hence each energy level will have a (2¢ + 1)-fold degeneracy.

Equation for the radial wave function. Let us now discuss the solution for the radial
part of the equation. The radial equation is simplified by the substitution:

R(r) = XS") ; (10.8)
inserting Eq. (10.8) into Eq. (10.7) yields:
d*x 2m 0(0+1)
W + ﬁ(E - V(T)) - r2 X(’I“) =0. (109)

We have obtained a one-dimensional eigenvalue problem: Eq. (10.9) is the time-independent
Schrédinger equation for a one-dimensional system in the potential:

B2 00+ 1)
This is simply the sum of the three-dimensional potential V' (r) and a “centrifugal” term:
1 L2
— . 10.11
24 12 (10.11)

Boundary condition for the radial wave function. If the potential energy is finite, we
know that the wave function ¥ must also be finite. Therefore the radial part R(r) has to be
finite everywhere including the origin. For this to happen we need

x(0) =0. (10.12)

Actually this condition turns out to be true also for a potential energy that diverges as r — 0.
Hence the motion of a quantum system in a central potential can be reduced to a motion
of a one-dimensional system in the region r > 0 - remember that r is the radial coordinate
and hence is always positive.
The normalization condition for the radial wave function is:

- )| r2dr = - rPdr=1. .
/O|R<>| d /0|><<>|d 1 (10.13)
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10.3 Physical interpretation.

The solution of the one-dimensional problem in Eq. (10.9) is entirely determined by the
value of the energy E. Given that the angular part is given by the spherical harmonics Y,",
we obtain that the three-dimensional wave function is entirely determined by the values of
E. {,m.

The eigenstates can be written as:

unfm(f) = Rng(’l“)nm(e, ¢) s (1014)

where n indicates the allowed values of the energy E as usual. As already noted above, the
magnetic quantum number does not enter in the radial equation, and therefore the solution
R,¢(r) only depends on the two indices n and /.
Let us discuss the behaviour of the solution R near the origin for a potential such that:
lim (V(r)r®) =0, (10.15)
r—0
i.e. for a potential that diverges in the origin at most as 1/r2. We shall look for a solution of

the form:
R(r) = const - % . (10.16)

Substituting Eq. (10.16) into Eq. (10.7), and neglecting terms that vanish in the limit » — 0,
we find:
s(s+1)=£4({+1). (10.17)

The latter has two solutions for s:
s=0, ors=—-({+1). (10.18)

Clearly the solution with s = —(¢+ 1) is divergent at the origin » = 0 and therefore does not
satisfy the boundary condition for the radial wave function. Hence, close to the origin, the
solutions with angular momentum ¢ are proportional to 7.

The probability density for a particle to be at a distance r from the origin is given by:

|R|)? 7% ~ 241 (10.19)

The larger the angular momentum, the more rapidly the probability goes to zero at » = 0.

10.4 Quantum rotator

Let us conclude this lecture with a simple example of physical relevance: the quantum rotator.
The quantum rotator is a quantum system made of two particles of mass m; and mo separated
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by a fixed distance r.. It is a simple but effective description of the rotational degrees of
freedom of a diatomic molecule. By solving the time-independent Schrédinger equation we
are going to find the rotational energy levels, i.e. the energy levels of the molecule inthe limit
where we neglect the vibrational energy.

Let us choose the centre-of-mass of the molecule as the origin of the reference frame. The
state of the system is completely specified by two angles # and phi that specify the orientation
of the axis of the molecule with respect to the axis of the reference frame, as illustrated in
Fig. 10.1.

Figure 10.1: Rotator in three-dimensional space. The length of the axis between the two
atoms is fixed to be r.. The origin of the reference frame is chosen to coincide with the
centre-of-mass of the system, denoted by O in the figure. The direction of the axis of the
rotator is completely specified by the two angles 6§ and ¢.

The distance from the origin to the first mass is denoted by r1, and similarly the distance
from the origin to the second mass is 2. Since we are neglecting the vibrational degrees of
freedom both r; and ro are constant, and clearly r1 + ro = r.. Since we have chosen the
origin of the reference frame to be the centre-of mass of the system we also have:

miry = mara, (1020)

and therefore:
ri/mg = ro/my =1e/(m1 + ma). (10.21)

The moment of inertia of this system is simply:

I =myrd 4+ mori = pr?, (10.22)
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where we have introduced the reduced mass:
—=— 4 —. (10.23)

In classical mechanics the angular momentum of the system is given by:
L] = Twg, (10.24)
where wpg is the angular velocity of the system. The energy can be expressed as:

L? L?

— = —. 10.25
21 2ur? ( )

1
H= 5IW,%:

Eq. (10.25) is the starting point to define the Hamiltonian for the quantum rotator.
According to the general principles defined at the beginning of the course, we define the
Hamiltonian operator as:

N

. L?
H

where L? is the operator associated to the square of the angular momentum - see Eq. (8.19).
The reduced mass p and the radius of the molecule r, are constants that define the physical
system under study: different diatomic molecules have different reduced masses, or sizes.

Note that the wave function of the system does not depend on r since we are neglecting
the vibrations of the molecule. So the state of the quantum system is described by a wave
function (0, ¢) that depends only on the angular variables.

The Hamiltonian for the diatomic molecule is proportional to fLQ; we have already com-
puted the eigenvalues and the eigenfunctions of L2 when we discussed the angular momentum.
The stationary states are:

e+ 1R,

HY[™(0,6) = Y7 (0,6). (10.27)

2pr2

The constant B = h/(4wur?) is usually called the “rotational constant”. It has the dimensions
of a frequency (check this!). The energy levels are therefore:

E;=Bhi({+1). (10.28)

More details about the quantum rotator can be found in problem sheet 5. We shall see
that this rather simple model allow us to make physical predictions about the behaviour of
diatomic molecules.
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10.5 Summary

As usual, we summarize the main concepts introduced in this lecture.

91

Time-independent equation for a system in a central potential.

Separation of variables.

Reduction to a one-dimensional problem, effective potential, boundary condition.

Solutions for the stationary states and their generic properties.

Quantum rotator.
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11.1 Introduction

The H atom is a bound state of a proton and an electron. The masses of the two particles
are respectively:

my = 1.7 x 1077 kg, (11.1)
me = 0.91 x 10739 kg . (11.2)

They have opposite charges, ¢ and —¢q, with:
¢g=16x10"1C. (11.3)
The ratio of the two masses is:
myp/me = 1836.15267247(80) ; (11.4)

it is known to 5 parts per billion!!
The interaction between the two particles is due to electromagnetism; in a nonrelativistic
formulation we can therefore model the H atom as a particle of reduced mass m:

1 1 1 1
— =t — (11.5)
Boomy o M 0.995m,
in a Coulomb potential:
7 o2
Vir)=— =——. 11.6
(r) 4dmegr r ( )

Given that the proton is mass is much larger than the electron one (m./m, ~ 1/1836),
the reduced mass of the ep system is very close to the electron mass. The distance r that
appears in the expression for the Coulomb potential is the distance between the electron and
the proton. We can identify the origin of our reference frame with the osition of the proton;
the potential is clearly symmetric under rotations around the origin. The paramters that
specify the physical system are the reduced mass p and the electron charge e.

The H atom is an example of motion in a central force, and we are going to use the
formalism developed in Lecture 10 to find the stationary states of this system.

11.2 Stationary states

The Hamiltonian for the system is:

H=-—v?_-—, (11.7)
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The time-independent Schrodinger equation

~

Hi(r) = EY(r), (11.8)
is solved as usual by separation of variables. Using for the solution v (r) the Ansatz:
Xnl\T) < m
v(r,0,6) = 1y ). (10.9)

we obtain the radial one-dimensional equation:

R d? R2(L+1) P
S e S e A = F . 11.10
24 dr? + 2112 - Xt () i Xl () ( )
Eq. (11.10) is simply Eq. (10.7) for the specific case of the Coulomb potential. The effective
potential in this case is:

e Rl +1
Vi(r) =——+ — . 11.11
=-S5 (11.11)
The boundary condition for the radial function x,;(r) is:
Xnt(0) = 0. (11.12)
The effective potential is sketched in Fig. 11.1.
It is useful to describe the H atom in terms of a characteristic length:
hZ
ag = —5 ~0.52 A, (11.13)
e
and energy:
B = <136 6v (11.14)
Iop = 0P '

Let us denote by E,,; the energy levels, and introduce the dimensionless variables:

p=r/ao, Au=+/—Eu/Es. (11.15)
Eq. (11.10) can be written as:

K21 d?2 R2(0+1) €2
TonaZ2de? | 2uaZe? agp =0. 11.1
[ 2u ad dp? + 2uad p? aop ”l] Xni(aop) =0 ( 6)

The latter can be rewritten as:

> ((l+1) 2uelapl  2pal
IR - E = 11.1
[dpz‘ A TR T B e} =0, (11.17)
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\j (v\

/AI(L

E(o

Figure 11.1: Effective potential for the one-dimensional radial Schrédinger equation for a
system with total angular momentum [. We look for solutions of the time-independent
Schrédinger equation with negative energy E corresponding to bound states of the pro-
ton/electron system.

and finally

e+ 20,
ar g T, M une(p) = 0. (11.18)

We need to solve Eq. (11.18) in order to find the eigenvalues of the Hamiltonian E,; and the
corresponding radial wave functions x,;(r). Remember that the angular part of the wave
functions is given by the spherical harmonics.

11.3 Solution of the radial equation

In this section we shall discuss some technical details related to the solution of the radial
equation (11.18). We wish to keep the mathematical details of the solution separated from
the physical interpretation, which will be discussed in the next section.
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In order to shine a light on the form of the solution, we can start by considering its
limiting behaviours as p — 0 and p — oco.

Let us first discuss the large-distance regime. As p is increased, the centrifugal and
Coulomb potentials tend to zero and become unimportant in Eq. (11.18), which becomes:

d2
[dpQ - /\%l] uni(p) = 0. (11.19)
The solutions to this latter equation are simply:

uni(p) = exp(EAup) (11.20)

and the solution that grows exponentially must be discarded because it yields a non-normalizable
wave function.

Of course we cannot completely neglect the potential terms, so we will look for a complete
solution of the form:

unt(p) = € (p) . (11.21)
Eq. (11.18) becomes:

+1) 2
Mt — 20t + <— ( 2 ) + p) i =0, (11.22)

where the prime symbol “/’ denotes the differentiation with respect to p. The boundary
condition for w,, translates into a boundary condition for 7,;, namely 7,;(0) = 0.

As p — 0 we know from the discussion in Lecture 10 that u,; ~ p‘*!. Therefore we can
look for a solution for 7,; expanded as a power series in p:

Mi(p) = ") e (11.23)
q=0

Inserting this Ansatz into Eq. (11.22) we obtain:

D (@+1+1)(q+ Degp™ ™ = 20u(g + £+ )egp™™ '+
q

+ 2¢,07 — 00+ 1)egp?™ 1 =0, (11.24)
and hence:

S alq+ 20+ Degp™ 1 = 2 \ulg + £+ 1) — L egp®™ = 0. (11.25)
q
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Shifting the summation index, ¢ — ¢ — 1, in the second term of the sum above, we obtain:

D {alg+20+ 1)eg —2Pilg +£) = 1 eg 1} p"H 1 =0. (11.26)

Since the last equality must hold for all values of ¢, we deduce:

q(q+204+1)cg — 2 Mulg+1) — 1] cg1 = 0. (11.27)

Eq. (11.27) is a recursion relation between the coefficients of the Taylor expansion of 1,,;/rho!*1.

It is crucial to note that for large q:

Cq g0 2An1 ie (2)\711)(]

, L. Cq ™~ 11.28
Cq—1 q q q! ( )
The asymptotic behaviour for ¢, would yield a solution:

i(p) ~ pHePne (11.29)

which inturn yields a wave function u,,; that is not normalizable.
Therefore we must have ¢, = 0 for some finite value of ¢, that we will denote ¢ = n, > 0.
According to Eq. (11.27) this can only happen if:

1
ny+0°

Ant = (11.30)
Then the expansion in Eq. (11.23) only contains a finite number of terms, i.e. it is simply a
polynomial in p of finite order n,.

We can see from Eq. (11.30) that this condition implies that the energy eigenvalues are
quantized. Remember that \,; is related to the eigenvalues of the Hamiltonian via Eq. (11.15).

11.4 Physical interpretation

The computation in the previous section shows that the eigenvalues of the Hamiltonian for
the H atom are:

—E;

En =",
' (ne +0)?

(11.31)

where /¢ is the angular momentum of the state, and n, > 0 is an integer. We see that for
the H atom the value of the energy does not depend on n, and ¢, but only on their sum
n = n, + £. The integer n is called the principal quantum number, its value characterizes the
so-called an electron shells.
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We can rewrite Eq. (11.14) as:

1
Er = 5oﬂ;wQ, (11.32)
where « is the fine-structure constant:
2
e 1
= — ~ 11.33
C T e T 137 (11.33)

Note that p ~ me, and therefore uc? is the rest energy of the electron. Eq. (11.32) shows that
the typical scale of the energy levels in the H atom is 10~ the rest energy of the electron.
This justifies the nonrelativistic treatment of the H atom that we have used here. Clearly
there are relativistic corrections; however they are small effect, typically of order a;, and can
be studied in perturbation theory.

Using Eq. (11.13) we can express the energy levels as:

62

E, = n=n,+1. (11.34)

" 2n2qp
This the formula put forward by Bohr in 1913, before Quantum Mechanics was fully devel-
oped.

Eq. (11.34) shows clearly that for a given principal quantum number n, ¢ can take the
values ¢ = 0,1,...,n — 1 (corresponding respectively to n, =n,n —1,...,1). Since for each
value of ¢ we have a (Qf 4 1) degeneracy, the total degeneracy of the level E,, is:

n—1
> @+1)=n(n-1)+n=n’. (11.35)
£=0

The polynomials w,,; are called the associated Laguerre polynomials, their explicit expres-

sion can be found in standard textbooks on special functions !. The full solution for the
eigenfunctions of the energy is:

T;Z)nlm(f) = Rnl('r')}/ém(ev ¢) . (1136)
The first few radial functions are:
Ry = 2a5°?e "/, (11.37)
L 32 < r > —r/(2a0)
Ropg=——=a 2—— e o) 11.38
20 = 5 /5% o ( )

I 3ppr _
Roq1= ——ay /% ¢ 7/(2a0) 11.39
21= 5 75% o ( )

It is worthwhile to conclude this Lecture with a few remarks.

'see e.g. M. Abramowitz and L.A. Steglun, Handbook of mathematical functions.
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The formula for the energy levels reproduces the Bohr spectrum, in agreement with the
experimental data. The degeneracy of each level can only be obtained by the proper
quantum-mechanical description that we have presented.

The Bohr radius ag is the typical spatial extension of the ground state.

The treatment described here can be applied to any hydrogen-like atom, i.e. an atom
with an electron and a nucleus of charge Zq. Simply replace everywhere e? — Ze?.

It is interesting to compute the expectation value of the momentum. Since the typical
size of the atom is ag, we deduce from the Heisenberg uncertainty relation that /(p?) ~
pe?/h. Thus we obtain:

1

2

~ ~ h = ~ . 11.40
ve~p/u et/ ac 137c<<c ( )

We see a posteriori that motion of the electron is nonrelativistic, and hence our nonrel-
ativistic description is accurate. Relativistic corrections are expected to be O(v/c) ~

O(a).

e The ionization energy is the energy needed to extract the electron from the bound state
and is Fy. This is know as the Rybderg energy.

e The electron in the H atom can go from one shell to a lower one by emitting a photon.
The series of transitions from principal number n > 2 to n = 1 is called the Lyman
series 2. The transitions are names by Greek letters: the transition from n = 2 to
n = 1 is called Lyman-«, from 3 to 1 Lyman-3, etc. Likewise the transitions from
n > 3 to n = 2 form the Balmer series. These transitions, which were discovered
before Quantum Mechanics was established, have been observed with great precision
and provide a strong experimental evidence in favour of Quantum Mechanics.

11.5 Summary

As usual, we summarize the main concepts introduced in this lecture.

2A physics department at Harvard Unviversity is named after Lyman.
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Setup of the problem. Hamiltonian for the H atom.

Separation of variables. One-dimensional equation for the radial wave function.

Effective potential, boundary condition.

Solutions for the stationary states, quantization of the energy levels.

Discussion of the mathematical results. Physical picture.
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12.1 Introduction

In this chapter, we are going to find explicitly the eigenfunctions and eigenvalues for the
time-independent Schroédinger equation for the one-dimensional harmonic oscillator. We
have already described the solutions in Chap. 3.

Recall that the TISE for the 1-dimensional quantum harmonic oscillator is
P 1 2y2
o + 5mw X | up(z) = Epun(x),

which we write in Dirac notation as
H|n) = E,|n).

We have denoted by |n) the ket associated to the eigenfunctions u, ().
12.2 Factorizing the Hamiltonian
The Hamiltonian for the harmonic oscillator is:
1 A
H=—+ _-mw’X?. (12.1)

Let us factor out hw, and rewrite the Hamiltonian as:

~ p? mw g
H = hw — X% . 12.2
2mhw * 2h ] ( )
Checking the dimensions of the constants, you can readily verify that:
2 2h 2
[hw] = energy, [2mwh] = momentum?, — | = length”. (12.3)
mw
Introducing the dimensionless quantities:
~ mw -
=4/——X 12.4
E=\ %, (12.4)
p
= , 12.5
7 2mhw ( )

the Hamiltonian becomes: A )
i = hw i + &) . (12.6)
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The operators é and 7 are simply the position and the momentum operators rescaled by
some real constants; therefore both of them are Hermitean. Their commutation relation can

be easily computed using the canonical commutation relations:

- 1 76 4 i
)| = (%P =3 12.7
&) =5 |X.P] =2 (12.7)
If € and 7 were commuting variables, we would be tempted to factorize the Hamiltonian
as:

H=ho (5 + m) (g - m) . (12.8)

We must be careful here, because the operators do not commute. So let us introduce:

a=¢+in, (12.9)
it =& —in; '
the expressions for @ and a! in terms of X and P are:
mw ; A
a = — X+ ——L_P
2h V2mwh
ot = M i p
2h 2mwh
We can then compute
aal =& +i [ﬁ, é] +i, (12.10)
ata =& —i [ﬁ,é] 2. (12.11)
Summing the two equations above:
A hw
=" (aeﬁ + &Ta) (12.12)

Subtracting the same two equations yields the commutation relation between @ and a':

[a,eﬂ —1). (12.13)

This commutation relations plays an important role in the rest of this chapter.
An alternative, and more useful, expression for H is

i = (a*a + %) he | (12.14)
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12.3 Creation and annihilation

We are now going to find the eigenvalues of H using the operators @ and a'. First let us
compute the commutators [H,a] and [H,al]:

[H,d] = [(a*a + %) hw,d) = hwlata,a]  since  [3,a] =0,

Now
[a'a,a] = alaa — aa'a = [af,a)a = —a,
so that we obtain
[H,a) = —hwa|. (12.15)
Similarly
14,41 = [(a*a + %) hw,al] = hwlata,al]  since  [3,a1] =0,
and

so that we obtain

[H,a') = hwal|. (12.16)
Let us now compute:
ﬁ(a|n>) — 4H|n) + [H a} In), (12.17)
= Enaln) — hwaln) , (12.18)
= (B, — hw) (&|n>> . (12.19)

We have found an eigenvalue equation: it states that a|n) is an eigenfunction of H belonging
to the eigenvalue (E, — fw), unless a|n) = 0. We say that the operator a is a lowering
operator; its action on an energy eigenstate is to turn it into another energy eigenstate of
lower energy. It is also called an annihilation operator, because it removes one quantum of
energy hw from the system.

Similarly it is straightforward to show that

Ha' |n) = (B, + hw)al |n) |,

which says that a' [n) is an eigenfunction of H belonging to the eigenvalue (B, + hw), unless
at n) = 0. We say that the operator at is a raising operator; its action on an energy
eigenstate is to turn it into another energy eigenstate of higher energy. It is also called an
creation operator, because it adds one quantum of energy hw to the system.
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We can summarise these results by denoting the states of energy E,, + hw by |n £+ 1) and
writing

aln) =cyln—1) and  al|n) =d,|n+1)],

where ¢, and d,, are constants of proportionality (NOT eigenvalues!) and

Hln—-1) = E,_1|n—1)=(E, —lw)|n—1)
Hin+1) = Enpiln+1) = (B, +hw)|n+1).

12.4 Eigensystem

12.4.1 Eigenvalues

It should be clear that repeated application of the lowering operator, @, generates states of
successively lower energy ad infinitum unless there is a state of lowest energy; application of
the operator to such a state must yield zero identically (because otherwise we would be able
to generate another state of lower energy still, a contradiction).

Is there such a state? The answer is yes because the Hamiltonian can only have positive
cigenvalues. Consider the expectation value of H in an arbitrary state |W):

~2
A~ p 1
(H) = <%> + (gmw?a?)
and both terms on the right hand side are non-negative. Thus there cannot be any states of
negative energy.
We denote the state of lowest energy, or ground state, by |0). Then since there cannot
be a state of lower energy,

al0)=0.
Applying the Hamiltonian to this state we see that
H0) = hw (a'a + 1)]0) = L1hw |0) = Ey[0).

Thus we have found the ground state energy: Ey = %hw Application of the raising operator
to the ground state generates the state |1) with energy Fy = %hw, whilst n applications of
the raising operator generates the state |n) with energy (n + %)hw, so that

E,=Mn+YHw n=0,123,...[,

which is the previously quoted result for the energy eigenvalues of the 1-dimensional oscillator!
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12.4.2 Normalisation of Eigenstates

Requiring that both |n) and |n — 1) be normalised enables us to determine the constant of
proportionality ¢,. Consider

(nlataln) = e, (nlafln —1)  from property of a
= c¢p(n—1Ja|n)*  from definition of }
= cpc,(n—1n—1)" from property of a
len|? since (n—1jn —1)* =1.

We can evaluate the left-hand side if we note that afa = (f] / ﬁw) — %, giving

(nlataln) =n (nln) =n.
Thus |c,|? = n and if we choose the phase so that ¢, is real we can write
cn =/n.
A similar calculation shows that
(naaln) = |dn)* = (n + 1),
so that if we again choose the phase so that d,, is real we obtain

dp =vVn+1.

In summary then we have

aln) =vnln—1 and a'|ln)=vVn+1|n+1)

12.4.3 Wave functions

Finally let us show that we can reproduce the analytic expression for the eigenfunctions of
the energy.
The ground state is defined by the relation:

aj0) = 0. (12.20)

We can rewrite the equation above as a differential operator acting on the wave function of
the ground state ug(x):

duo(z) = [ T;L—:X + szh P] o () (12.21)
mw h d

= — — 12.22

=0. (12.23)
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Hence:
d 2mw  [mw
— ==\ —/— 12.24
o) LaylLe (12.21)
- _%mo(;g) (12.25)
= —a’zup(x), (12.26)
where a? = mw/h. The solution of the equation above is the Gaussian that we have already

seen in Chap. 3:
uo(z) = Coexp[—a?z?/2]. (12.27)

Every other eigenfunctions is obtained by repeatedly applying the creation operator af
to ground state:
1 AL
Uun(z) = ﬁ(cﬁ) uo () . (12.28)
Remember that a' is just a differential operator acting on wave functions. Check that you
can reproduce the wave functions for the first and secodn excited states of the harmonic

oscillator.

12.5 Summary

As usual, we summarize the main concepts introduced in this lecture.

Raising and lowering operators; factorization of the Hamitonian.

Commutation relations and interpretation of the raising and lowering operators.

Existence of the ground states, construction and normalization of the excited states.
Eigenvalues of the Hamiltonian.

Construction of the wave functions.
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13.1 Introduction

In previous lectures we have introduced the angular momentum starting from the classical

expression:
L=rxp, (13.1)

and have defined a quantum mechanical operator by replacing r and p with the correspond-
ing operators: Eq. (13.1) then defines a triplet of differential operators acting on the wave
functions. The eigenvalue equations for L? and L, can be written as differential equations,
whose solutions yield the eigenvalues and the eigenfunctions of the angular momentum.

In this lecture we are going to follow a different approach, and derive the quantization
of angular momentum directly from the commutations relations of the components of L.
This approach is more generic and does not rely on the specific realization of the angular
momentum as a differential operator. We will use in this context the symbol J to denote
the angular momentum. Remember that J is a vector, i.e. it is a triplet of operators. In
Cartesian coordinates J = (jx, jy, jz), and the commutation relations are: Recall that the
commutation relations are

(Jo, Iyl =ibd,  [Jy, J.] =ihd.  [J., J.] = ihd,|. (13.2)

The square of the angular momentum is represented by the operator
J2=J7+ Jy2 7.2 (13.3)
with the property that
[J2, 1) = [J?, J,]) = [J?, J.] = 0. (13.4)

The Compatibility Theorem tells us that, for example, the operators J? and J, have si-
multaneous eigenstates. We denote these common eigenstates by |\, m). Looking back at
the results obtained in the previous lectures, these are the kets associated to the sperical
harmonics Y™ (0, ¢). We can write:

JEAm) = M2\, m) (13.5)
J. I\ m) = mh|\m) (13.6)

so that the eigenvalues of J? are denoted by Ah? whilst those of J. are denoted by mh.

13.2 The Eigenvalue Spectra of J2 and J,

We now address the problem of finding the allowed values of A and m. We introduce raising
and lowering operators:

Jy=J, +idy, )|, (13.7)
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and calculate the commutators with J2 and jz Since J2 commutes with both J;; and jy we
get immediately that

[J2,Ji] =0, (13.8)

whilst o o o R ) R
oy ] = oy Jo] + i [J2y Jy) = iR Jy +i(—ih Jy) = hJ, (13.9)

and o o o R R )
(o J ] = oy Ju] —i[Ja, Jy) = ihJ, —i(—ih Jy) = —hJ_. (13.10)

The structure of these commutation relations should remind you of the harmonic oscillator
problem: we can show that f+ and J_ act as raising and lowering operators, not for the
total energy but for the z-component of the angular momentum.

Consider the action of the commutator in Eq. (13.9) on an eigenstate |\, m):

[, T A\ m) = <J Ty — JoJ ) I\, m) = gy |\ m) (13.11)

but we can use the eigenvalue equation J, |A,m) = mh |\, m) to rewrite this as

J.Jy A m) = (m+1)hJ, |\,m)], (13.12)

which says that Jy |\, m) is also an eigenstate of J, but with eigenvalue (m + 1)k, unless
J+ |\, m) = 0. Thus the operator J+ acts as a raising operator for the z-component of angular
momentum.

Similarly the second commutator can be used to show that

J.J_|\m)=(m—1)hJ_|\m)|, (13.13)
Wthh says that J_ |\, m) is also an eigenstate of J. but with eigenvalue (m — 1) h, unless

J_|A,m) = 0. Thus the operator J_ acts as a lowering operator for the z-component of
angular momentum.
Notice that since [J2, J+] = 0 we have

J2 (ji \)\,m>> =]y (ﬂ \)\,m>> — A2 (J; |/\,m)) , (13.14)

so that the states generated by the action of Jy are still eigenstates of J? belonging to the
same eigenvalue A\R?. Thus we can write

j+|)‘am> = C+h|>‘7m+1>
J_|Am) = c_hl]\m—1)

where cy are constants of proportionality.



114 LECTURE 13. ANGULAR MOMENTUM - RELOADED

We now observe that, for a given A\, m? < A so that m must have both a mazimum value,
Mmax, and a minimum value, Mmin.

Proof:
<j2 - jZ2> IA,m) = (.fﬁ + jy2) IA\,m)  implying that
A=m) R m) = (L4 4,7) Am)

Taking the scalar product with (\, m| yields
A=m?)R* = (J,"+J, ) >0,

so that
A=m?>0 or —VA<m <V (13.15)

Hence the spectrum of J. is bounded above and below, for a given A\. We can deduce that

f+])\,mmax> = 0, and
jf|>\amrnin> —

To proceed further, we need a couple of identities for J? which follow from the definitions
of J1. Noting that

>

()
>

[\
>
>
>
>

JoJo = T A d) vidydy —idedy = J +J, + R,
A A2 A2 s oa P A2 A2 A
JJy = Jp +Jy =iy +idydy=J, +Jy —hJ,,

we can write

S Fr s ~ 2
{ = JAJFJ; th + {22 or, equally, (13.16)
J?2 = J_Jy+h,. +J,
Applying the first of these to the state of minimum m, we find
j2 ‘)\a mmin> = (j+j— - hjz + jZQ) |)\7mmin>
= (—mminh2 + m?ninh2) IA, Mmin) since J_ |A, Mmin) =0

= mmin(mmin - 1)h2 ’)\7 mmin>
= M2 |\ M) -

Thus we deduce that
A= mmin(mmin - 1) .
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Similarly, using the second of the two identities for J2

J? I\ Miax) = (f_f+ + hJ, + jf) A, Manax)
= (mmaxh2 + mfnaxh2) A, Mmax) since f+ |A, Mmax)

= mmax(mmax + 1)h2 |)\7 mmax)

= M0? |\, Mimax)
and hence we obtain a second expression for A:
A = Mmax(Mmax + 1) .
Usually, mpax is denoted by j and so we write this as
A=7+1) = mpin(Mmmin — 1) .
This is a quadratic equation for mmpjn:
Misin — Mnin — J° = j =0,
which can be factorised:
(Mmin + 7)(Mmin —j — 1) =0,
and we see that, since mpi, < j by definition, the only acceptable root is
Mumin = —J -
Now since mmax and mmy;, differ by some integer, k, say, we can write
Mmax — Mmin = K, k=0,1,2,3,...,

or
]—(—j)E?j:]ﬁ k:07172a37"'a

so that the allowed values of j are

i=0,%1,32. .|

For a given value of j, we see that m ranges over the values

jvj_la""_j+17 _j

a total of (25 + 1) values.

=0
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(13.17)

(13.18)
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13.3 Nomenclature

From the results presented above we can draw the following conclusions.

e The eigenvalues of J2 are j(j 4+ 1)h2, where j is one of the allowed values

e Since A = j(j + 1), we can equally well label the simultaneous eigenstates of J? and J,
by j rather than by A so that

J2lj,m) = j(j+Dh*|j,m)  and
Jz|3,m) = mhl|j,m)

e For a given value of j, there are (2j + 1) possible eigenvalues of J., denoted by mh,
where m runs from j to —j in integer steps.

e The set of (25 + 1) states {|j,m)} is called a multiplet.

13.4 Normalization

We need to determine the constants of proportionality ¢t that appear in the equations

Jiljsm) = erhljm+1)
J- ‘]7m> = C—h‘j7m_1>
Let us consider
GymlJ_Jyljm) = cph(G,m|J_|j,m+1)

= ¢ h(j,m+1|(J)1j,m)*, from the definition of t
= cih{j,m+ 1\j+\j,m) since (j_)T = j+
= oyt B (jm A+ 1]j,m+ 1)

ey |2R2, from orthonormality .

But we can evaluate the left hand side by making use of the identity Eq. (13.16):

JoJ == 0" —hl.,
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yielding
<J?m’J—J+’jvm> = <]7m|J2 —J, = hJZ‘]7m>
= (Gmlj(G + D = m?h? —mh?|j,m)
= [j(G+1) —m(m+1)]h?, from orthonormality .
Thus we obtain
les|? = (G +1) —m(m +1)|.
In similar fashion,
<jam’j+j—’j7m> = C—h<j7m|j+‘j>m_1>
= c_h{jym—1|(Jy) j,m)*, from the definition of
= c_h{j,m—1]|J_|j,m), since (J)f = J_
= c 'R (j,m—1]j,m—1)
= |c_|*n?, from orthonormality .
together with the other identity
JoJo =002+ hi.,
yields
- P =j(j+1) —m(m —1)|.
Condon-Shortley Phase Convention
Taking c4+ to be real and positive gives
cx =G +1) —m(m*1)|. (13.19)

13.5 Matrix Representations

For a given j, the quantities (j,m/|.J.|j, m) are known as the matriz elements of .J,. We can

calculate what they are as follows:

<.ja m/‘jzba m> =mh <.77 m/‘ja m> = mh(sm’,m

, (13.20)

where we have used the orthonormality properties of the basis. Why matrix elements? As
we have already seen, we can regard the labels m’ and m as labelling the rows and columns,
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respectively, of a matriz. Given that m’ and m can each take (2j + 1) values, the matrix in
question is (25 + 1) x (27 + 1).
Similarly, the matrix elements of the raising and lowering operators are given by

(G| Jxljym) = exh (j,m|jm £ 1) = VGG +1) = m(m £ 1) B e

Check that for j = 1 you recover the results obtained in Q4 of Problem Sheet 5.

13.6 Summary

As usual, we summarize the main concepts introduced in this lecture.

e Properties of the angular momentum from commutation relations.
e Derivation of the eigenvalue spectrum.
e Eigenstates and normalization.

e Matrix representations.
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14.1 Introduction

Using the commutation relations of the components of the angular momentum we have found
that the allowed eigenvalues for J? are h%j(5 4+ 1), where j = 0, %, 1%, .... For each value of
j, the eigenvalues of J, are hm, with m = —j,—j+1,...,5 —1,7.

Comparing with the solutions of the eigensystem discussed in lecture 8, we see that we
have found more solutions than there are in Eq. (8.21). Eq. (8.21) is a partial differential
equation in @ and ¢. The solutions of this equation are the sperical harmonics Y, (6, ¢),
Eq. (8.22). We can see from the explicit expression for the spherical harmonics that the ¢
dependence is simply:

Y7"(6,6) o exp(ime) (14.1)

as expected, since the spherical harmonics are also eigenfunctions of L, = —iha%. Since we
required that wave functions must be single-valued, the sperical harmonics must be periodic
in ¢ with period 27:

Y"(0,9) =Y,"(0,¢ +2m). (14.2)

Eq. (14.2) requires m to be integer, and hence j must also be an integer.
In order to understand the physical meaning of the solutions with half-integer j, let us
investigate their properties in more detail.

14.2 Matrix representation

For j = %, we can compute the matrix elements: <%,m’ \J}\%,m% the possible values for m/
and m are: m' = % or —% and m = % or —%. If we choose the convention that the row and
column labels start with the largest value of the magnetic quantum number and decrease, so
that the first row (column) is labelled by m/(m) =  and the second row (column) is labelled

by m/(m) = —1, we find the following 2 x 2 matrix:

Y
(1 0
2\0 -1/~

We say that this matrix represents the operator J, in the J= % multiplet.

The only non-zero element for the matrix representing J is when m’ = 5 and m = —3
for which

er =33+ 1)+

and hence the matrix is



14.2. MATRIX REPRESENTATION 121

whilst the only non-zero element for the matrix representing J_ is when m’ = —% and m =

for which

)

N =

e =\3G+ D+ =1,

A 0 0
J_—>h<1 0).

From these two matrices it is easy to construct the matrices representing J, and J,, since

also, giving

. 1. .
Jr = §(J++:L)a
R 1 . .
o= ST,

Thus

-

i h(0 1 . hi(0 —i
v 2\1 0 )’ 2\ ¢ 0 )°
You can readily verify that these 2 x 2 matrices satisfy the angular momentum commutation

relations from which we started. We say, therefore, that they provide a matriz representation
of the angular momentum operators.

The set of three numerical 2 x 2 matrices which appear above in the matrix representations
of J., Jy and J, are known as the Pauli spin matrices and are usually denoted as follows:

0 1 0 —i 1 0
2=\10) %=\ o) 27 0o 41

Collectively, we can write

—

I

ho,

[N

meaning J, — %ﬁox, etc. Often we will just write = instead of —, but you should
remember that this is just one possible choice for representing the operators.
The Pauli matrices have the following property, which you can easily verify

02202202:1,

where 1 denotes the unit 2 x 2 matrix.
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14.3 Eigenvectors

It is trivial to show that the matrix o, has eigenvectors which are just two-component column

e (o 1) (o)=(o) (o 0)(1)=-(1)

so that the eigenvalue equations for J, are

1 1 0 1 1 1 1 1 0 0 1 0
2h<0 —1>(0>_2h<0>’ 2h<0 —1><1>“2h<1>’
1
A, 2 )
Furthermore, if we construct the matrix representing J2, we see that it has these same
two column matrices as eigenvectors with a common eigenvalue j(j + 1)h? = %h2:

SO | 0 1)\° 0 —i\° 1 0\’ 3 10
2 _ 32 2 2 1,0 _ 932
J_Jx+Jy+JZ—4h[<1O>+<Z. o>+(0—1> —4h<01),

and
3,10 1) _3,(1 3,10 0\ _3..(0
4h<0 1><0>_4h<0>’ 4h(0 1>(1>_4h 1)

We can thus identify the two column matrices with the two simultaneous eigenstates of the
operators J? and J,:

. 1 . 0

We can also see that an arbitrary state |¢)) with j = % may be represented as a linear

combination of these two states since they span the two-dimensional space of 2-component
column matrices:

and we see that J, has eigenvalues i%h as it should for a system with j =

2

()=e(o)res(V)

% 1
W)= 3 enli=gm)
1

is represented by
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14.4 Scalar Products

The rule for scalar products is different when using a matrix representation; it doesn’t involve
any integration. The Dirac kets we have seen are represented by column matrices of rank
(2j + 1); the corresponding conjugates, or Dirac bras, are represented by row matrices of the
same rank. The rule is that if

= () den i (v v).

The scalar product of two states |1) and |¢) is then defined to be

(Bl)y= (o7 ¢3) ( z; ) = i1 + Phiba |.

Thus, for example, for a normalised state

() = Pib1 + ihe = |h1]? + [o? =1

The orthonormality property of the eigenvectors is also obvious:

(1 o)<é>:1,(o 1)<?>:1,(1 0)(?):0,(0 1)<é>:0,

and these may be used to project out the coefficients c,, in the expansion of the arbitrary
state [1).

14.5 Eigenvectors of J,

So far we have concentrated on the eigenvalues and eigenstates of J., but what of the other
Cartesian components of angular momentum ? It is clear that, since there is nothing special
about the z direction, we should also expect that measuring say the x component of the
angular momentum for a system with j = % can only yield either :l:%h. Let us verify this.
The matrix representing J, is %haz so we need to find the eigenvalues and eigenvectors of

the 2 X 2 matrix o,. Let us write

oz X=px with xz(Xl >
X2

where p denotes an eigenvalue and x the corresponding eigenvector. We find the eigenvalues
by rewriting this as
(UCE -p 1) X = 07



124 LECTURE 14. SPIN

where 1 denotes the unit 2 x 2 matrix. This is a pair of simultaneous equations for y; and
X2, which only have a non-trivial solution if the determinant of the 2 x 2 coefficient matrix
on the left-hand side is singular. The condition for this is

det(ax—pl):‘ A

1 _p’:O,

which yields
p>—1=0 implying that p==+1.

The eigenvalues of J, are thus :l:%h as anticipated.

More generally, the eigenvalues of J, are written myh. In this case, where j = %, we have
My = i%.
Let us now find the eigenvectors corresponding to the two eigenvalues.

The case p =1 The equation for the eigenvectors becomes:

(o) (0)-(8) = ()-(%) = »e-v

We can pick any 2-component column matrix which satisfies this condition. In particular, a
suitably normalised eigenvector which represents the state with j = % and m, = 1 is

2
1 1
C_ 1 1
j=g3.ms=73) \/§<1>

The case p = —1 In close analogy with the computation above, let us write:
0 1 X1 X1 X2 X1
= - =— = =—x1-
(o) (e)--( v () v e
Thus a suitably normalised eigenvector which represents the state with j = % and m, = —%

18
1 1
1 _ 1 R
‘]—277”90 2> \/§<_1>

Comments Let us briefly comment on the solutions found above.

e The eigenvectors corresponding to m, = % and m, = —% are orthogonal, as they must

- \}5(1 1)2(_1):0.



14.5. EIGENVECTORS OF Jx 125

e The eigenvectors of J, are expressible as linear combinations of the eigenvectors of J.:
(1)=7(0) (1)
va\l1l) 2\0 V2 \1)’
()-50)-50)
V2 \ —1 V2 \ 0 ve\ll )~

Thus if a system with j = % is in an eigenstate of J,, for example with m, = %, then

and

the probability that a measurement of J. yields the result m = % is |%]2 = %

What has emerged from this analysis is that we can consider systems with 7 = 1/2 as
having intrinsic angular momentum, which has nothing to do with the orbital motion of the
particle about some point. It is a property of the system in their own rest frame, and can
be seen as an internal degree of freedom of the particle. Hence the wave function describing
the state of the system must also depend on an index m labelling the values of the internal
degrees of freedom. For the case j = 1/2, m can take two values, and therefore the wave
functions have two components as discussed above. For the general case of spin j, the wave
functions have 2j 4+ 1 components. This intrinsic angular momentum is known as spin and
doesn’t really have any classical analogue. Electrons, protons, neutrons and many of the
more unstable particles have spin %

The theory that we have developed for j = % provides the framework for analysing the
quantum mechanics of spin % particles. Conventionally we write s = % rather than j = %
when discussing such particles. The spin angular momentum operator is written S. S, has
eigenvalues mgh with mg = j:%. Often these two states, with mg = j:%, are referred to as
‘spin up’ and ‘spin down’ respectively.

Of course, the wavefunction of a spin—% particle also has a spatial dependence so the
complete specification of the state is of the form

v=wia+uams=( ).

(). (1)

The probability interpretation is then a straightforward generalisation:

where

|4;(r)|? dr is the probability of finding the particle in the volume dr at r with z-
component of spin %h if i =1 or spin —%h if i = 2.
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14.6 The Stern-Gerlach Experiment

We can now understand the result of the original Stern-Gerlach experiment, which was

conducted with a beam of silver atoms and found two emergent beams, corresponding to

j= 3

Let us now consider a more elaborate experiment involving not one but several Stern-
Gerlach magnets, which we use to make successive measurements of various components of
angular momentum.

Ao
1l W, e Al
‘ —————ty — ey >
SG SGX SGE
L @ —
W gty

Figure 14.1: A beam of atoms,each with j = %, travelling along the y-axis passes through a
sequence of Stern-Gerlach magnets whose mean fields are oriented along either the z-direction
(SGZ) or the z-direction (SGX). The shaded boxes represent absorbers.

We assume that we can neglect any interaction between the particles in the beam. The

two beams emerging from the first magnet have m = % and m = —%, respectively, but only

the former is allowed to proceed to the second magnet. Thus we know that each particle

entering the second magnet is in the state |j = %, m = %>, represented by the column matrix

(o)

The second magnet, which has its mean field aligned with the z-direction, serves to measure
the z-component of angular momentum. We can predict the outcome by expanding the state
l7 = %, m = %) in eigenstates of J, and finding the probability amplitudes for the two possible

outcomes, m, = % and m, = —%. Thus
1
-1 /-

(o) =7 1)

Sl
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We find the amplitudes a and b by orthogonal projection in the usual way:
1 1 1
a = — (11 =—,
x@( )(0> V2
1 1 1
b = — (1 -1 =—.
vi( )<0> V2

We have then for the desired probabilities

1
probability of getting m, = % is |a|2 =3
1
probability of getting m, = —% is |b]? = 3
Since each particle is therefore equally likely to be found with m, = % or my = —%, equal

numbers, on average, go into each of the two emergent beams and so the two beams will have
equal intensity.

Regeneration What happens if we select only those particles with m, = % emerging

from the second magnet and allow them to impinge on a third magnet whose mean field is

aligned with the z-direction? This is the situation illustrated in Fig. 14.1. We are, in effect,

remeasuring J. by means of the third apparatus. We know that the state of particles entering
1

the third magnet is [j = %, mg = 3) and we can expand this state in terms of the complete set

of eigenstates of J.. The expansion coefficients will be the probability amplitudes required

to compute the probabilities of getting the two possible outcomes m = % and m = —% when

we measure J, for each particle:

1<1>_1(1>+1<0>
v2ail/) v2\0 V2 \ 1
and we see that the desired amplitudes are both %, so giving equal probabilites for the two

outcomes. The remarkable feature of this result is that the probability of getting m = —%

is non-zero despite our having eliminated the beam with m = —% which emerged from the
first magnet! This phenomenon is referred to as regeneration. It has arisen here because the
second measurement, of the x-component of angular momentum, was incompatible with the
first measurement, of the z-component.

General Remarks More generally, if the second apparatus is aligned so that its mean field
lies not in the z-direction, but in the x — z plane at an angle 6 to the z-axis, then it measures
the component of angular momentum not along the z-direction but along the direction of a
unit vector

n=sinfi+ cosfk,
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where ¢ and k are the usual Cartesian unit vectors in the z- and z-directions respectively.
The relevant eigenstates are then those of the matrix

cosf sin 0 )

o.n =0, sinf + o, cosf = .
== * o sinf —cosé

14.7 Summary

As usual, we summarize the main concepts introduced in this lecture.

Half-integer values of the angular momentum. Orbital angular momentum can only
have integer values of j.

Matrix representation of the angular momentum for j = 1/2.

e Two-dimensional complex space of states with j = 1/2.

Spin as an internal degree of freedom.

Examples.
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15.1 Introduction

We now turn to the problem of dealing with two angular momenta. For example, we might
wish to consider an electron which has both an intrinsic spin and some orbital angular
momentum, as in a real hydrogen atom. Or we might have a system of two electrons and wish
to know what possible values the total spin of the system can take. Classically, the angular
momentum is a vector quantity, and the total angular momentum is simply J = J; + J5.
The maximum and minimum values that J can take correspond to the case where either
J; and J, are parallel, so that the magnitude of J is |J;| + |J,| or antiparallel when it has
magnitude [|.J;| = [J|[.
This lecture discusses the addition of angular momenta for a quantum system.

15.2 Total angular momentum operator

In the quantum case, the total angular momentum is represented by the operator
i = Jl + ig .

We assume that il and 12 are independent angular momenta, meaning each satisfies the
usual angular momentum commutation relations
~ ~ oA A~ 92 A
[Unas Iny]l = ih Jpnz,  ete.,  [Jn,Jn]  ete.
where n = 1, 2 labels the individual angular momenta, i = x, y, z and etc. stands for cyclic
permutations. Furthermore, any component of J, commutes with any component of Jy:

[jliijk] = 07 i) k= €, Y, z,

so that the two angular momenta are compatible. It follows that the four operators jf, Jiz, j22, Jos
are mutually commuting and so must possess a common eigenbasis. This common eigenbasis

is known as the uncoupled basis and is denoted {|j1,m1,j2, m2)} in Dirac notation. It has
the following properties:

) = (1 + DR |j1,ma, jo, ma)
Jiz |j1,ma, j2, ma) mih|ji, my, j2, ma)
J3 1,m1, j2, m2) J2(j2 + DB [j1, ma, j2, ma2)
Joz g1, M, o, me) = mah|j1,ma, ja, m2)

720 - .
Jl |J1)ml7j27m2

It is easy to establish that the total angular momentum operators satisfy the usual commu-
tation relations

[Ja, Jy] = ihJ,, ete., [J%J]=0.
As for any angular momentum operator then, J? has eigenvalues j(j+1)A? whilst the operator
corresponding to the z-component of the total angular momentum has eigenvalues mh with
m running between j and —j in integer steps for a given j.



15.3. ADDITION THEOREM 131

15.3 Addition Theorem

The question which then arises is, given two angular momenta, corresponding to angular
momentum quantum numbers j; and jo respectively, what are the allowed values of the total
angular momentum quantum number, j 7 The answer is provided by the Angular Momentum
Addition Theorem:

The allowed values of the total angular momentum quantum number j, given two
angular momenta corresponding to quantum numbers j; and jo are:

J=n+j2, it —1 .. — e
and for each of these values of j, m takes on the (25 + 1) values

m:jaj_lv"'a_j'

The proof of this theorem is beyond the scope of these lectures, and is deferred to more
advanced courses.

It is easy to show that J? commutes with J12 and J22 but not with Ji, or with Jo, by
writing

J? = (11 +J,)? = {j12+j22+211 'iz}-

The dot product contains the x and y components of the two angular momenta which do not
commute with the respective z components.

The operator J, commutes with j12 and j22 and so the set of four operators j2, jz, j12, j22
are also a mutually commuting set of operators with a common eigenbasis known as the
coupled basis, denoted {|j, m, j1,jo)} and satisfying

= Jj(+ 1R [j,m, 1, j2)
mh|j,m, ji, j2)

J1(j1 + DR% |5, m, j1, ja)
= jo(jo + 1)R% |4, m, j1, ja)

J2|j,m, g1, j2)
Jz 1, m, v, jz)
Jt [3,m, 1, j2)
J3 1,m, 1, j2)

These are states of definite total angular momentum and definite z component of total angular
momentum but not in general states with definite Ji, or Jo,. In fact, they are expressible as
linear combinations of the states of the uncoupled basis, with coefficients known as Clebsch-
Gordan coefficients, which you can find tabulated in many textbooks.

Example We consider the important case of two spin—% particles for which the spin quan-

tum numbers are s; = % and so = % respectively. According to the theorem, the total spin

quantum number s takes on the values s; + so = 1 and |s; — s2| = 0 only.
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Thus two electrons can have a total spin of 1 or 0 only: these states of definite total spin
are referred to as triplet and singlet states respectively, because in the former, there are three
possible values of the spin magnetic quantum number, mgs = 1, 0, —1, whereas in the latter
there is only one such value, ms = 0.

The states of the uncoupled basis are

ayae, aifa, Prag, BB,

where the subscripts 1 and 2 refer to electrons 1 and 2 respectively. The operators 5'12 and
Slz act only on the parts labelled 1, whilst 5’22 and ggz act only on the parts labelled 2.

It should be clear that that since aj ap has mg, = % and mg, = % it must have ms = 1,
that is, total z-component of spin A, and can therefore only be s =1 and not s = 0. This is
an example of what is known as a stretched state: it has the maximum possible value of the
z component of total angular momentum (spin) and must therefore be a member of both the
coupled and uncoupled basis: aj g = |s =1,mgs = 1,51 = %,32 = %>

A similar argument shows that $; 82 has ms; = —1 and thus also can only be s = 1, so
that 51 B = |s=1,ms = —1,81 = %, So = %) The remaining two states of the coupled basis
are, however, non-trivial linear combinations of the two remaining states of the uncoupled
basis:

[a1 B2 + B1 o]

N[ =
»

|s=1,ms =0,51 =

[\]
|
N[ —
S~
|
—_ g\ -
[\}

ﬁ[oﬁ B2 — Bras].

N[ —=
»n
[N}
|
N[ =
~
I

|s =0,ms =0,s1 =

Proof:
We apply the lowering operator, S_ for the z component of total spin to the stretched
state:
S_ajag = (51, + ng) a1 Q9.

The left-hand side we write as

) = VIQ1+1)—1(1-1)hls=1,m;=0,51 =15 =1)
= \/ih’5217m520781:%782:%>7

N[ =

, 82 =

N[

§,|s:1,ms:1,51 =

using the usual properties of the lowering operator, whilst we write the right-hand side as

(§1* +S’2*) |81 = %7m81 = 5332 = %7m82 = %>)

and note that
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whilst

1
ls=1,ms=0,51=3,50=13) = —=[a182 + B1aa].

V2

The remaining member of the coupled basis must be a linear combination of a1 2 and 31 as
orthogonal to this, which we can take to be

[a1 B2 — Brag].

|S:07mS:0751:%752:%> =

1
V2
15.4 Summary

As usual, we summarize the main concepts introduced in this lecture.

Angular momentum operator for a system of two particles.

Choice of sets of commuting observables.

Addition theorem.

Examples
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16.1 Introduction

There are many systems in nature that are made of several particles of the same species.
These particles all have the same mass, charge, and spin. For instance the electrons in an
atom are identical particles. Identical particles cannot be distinguished by measuring their
properties. This is also true for classical particles. In classical mechanics we can always follow
the trajectory of each individual particle, i.e. their time evolution in space. The trajectories
identify each particle in classical mechanics, making identical particles distinguishable.

In quantum mechanics the concept of trajectory does not exist and identical particles are
indistinguishable. Let us consider for simplicity a system of two identical particles. The state
of the system is described by a wave function:

W(E,8), €= {z,o0}, (16.1)

where x yields the position of the particle, and ¢ yields the z-component of the spin of the
particle, if the latter is different from zero.
The state with the two particles exchanged is described by the wave function:

P(&2,61) - (16.2)

If the two particles are identical, the two functions represent the same quantum state, and
therefore:

$(&1,62) = €P(E2,61) - (16.3)

Repeating the exchange of the two particles we find:
=1 = =41, (16.4)

Hence the wave function of a system of two identical particles must be either symmetric or
antisymmetric under the exchange of the two particles.

The Spin-Statistics Theorem

Systems of identical particles with integer spin (s = 0,1,2,...), known as bosons, have
wave functions which are symmetric under interchange of any pair of particle labels. The
wave function is said to obey Bose-Einstein statistics.

Systems of identical particles with half-odd-integer spin (s = %, %, ...), known as fermions,
have wave functions which are antisymmetric under interchange of any pair of particle
labels. The wave function is said to obey Fermi-Dirac statistics.

This law was discovered by Wolfgang Pauli and is supported by experimental evidence.
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16.2 A first look at Helium

In the simplest model of the helium atom, the Hamiltonian is

62

H=H +Hy+———
dmeg|ry — 1o

where )
- 2
I:I,L- _ Bfl _ 2e
2u  Admegr;

Note that it is symmetric under permutation of the indices 1 & 2 which label the two electrons.
This must be the case if the two electrons are identical or indistinguishable: it cannot matter
which particle we label 1 and which we label 2.

This observation is quite general: the same argument holds for identical particles other
than electrons and can be extended to systems of more than two identical particles.

Let us write the symmetry condition concisely as:

H(1,2) = H(2,1)
Suppose that

A~

H(L 2)¢(1a 2) = E’(?Z)(L 2)
then interchanging the labels 1 & 2 gives

H(2,1)$(2,1) = Bd(2,1)
but using the symmetry property of H means that

ﬁ(L 2>w(27 1) = E¢(27 1)
so we conclude that ¢(1,2) and (2, 1) are both eigenfunctions belonging to the same eigen-
value, E, as is any linear combination of ¢(1,2) and %(2,1). In particular, the normalised
symmetric and antisymmetric combinations

ve= =00, £ p(2,1)

are eigenfunctions belonging to the eigenvalue, F.
If we introduce a particle interchange operator, Pjs, with the property that

P12w(17 2) = ¢(27 1)
then the symmetric and antisymmetric combinations are eigenfunctions of Pjo with eigenval-
ues +1 respectively:
Piopy = £y
Since ¥4 are simultaneous eigenfunctions of H and Py it follows that [H’ , P12] = 0, as you
can easily verify from the above equations, and that the symmetry of the wavefunction is a
constant of the motion.
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16.3 Two-electron wave function

In the previous lecture, we constructed the states of the coupled representation for two Spin—%
electrons, the three triplet states:
X1,1 = o1
1
10 = —={a1f2 + fraz
X1, ﬂ{ }
X1,-1 = Bif

and the singlet state:
1
= —{a1f — L
X0,0 \@{ 182 — Braa}

where we have used a simplified notation for the states of the coupled basis:
Xs,ms = ’37 mS) 817 82>'

Notice that the triplet states are symmetric under interchange of the labels 1 and 2, whereas
the singlet state is antisymmetric. If we are to satisfy the Spin-Statistics Theorem, this has
implications for the symmetry of the spatial wavefunctions that we combine with the spin
functions to give the full wavefunction of the 2-electron system. The 2-electron wavefunction
will have the general form

\11(17 2) = ¢(£17f2) "X
The symmetry properties of the various factors are as follows:
symmetry of x5 | symmetry of ¢ | symmetry of ¥

s = 0 (singlet) a s a
s =1 (triplet) S a a

Thus the spatial wavefunction must be antisymmetric if the two electrons are in a spin
triplet state but symmetric if they are in a spin singlet state.

16.4 More on the He atom

Suppose for the moment that we neglect spin and also neglect the mutual Coulomb repulsion
between the two electrons. That is, we treat the two electrons as moving independently in
the Coulomb field of the nucleus. The Hamiltonian then reduces to

<2

R R R R P’ 922
H=H,+ H> where H; == — ¢
2u  4dmegr;
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We already know what the eigenfunctions and eigenvalues for H,y and H, are, namely

ﬁlun1£1m1(£1> - Enlumflﬂh(ﬁl)
Hy Unylamo (ZQ) = Enz Unglomg (f2

so it is easy to see that H has eigenfunctions which are just products of the 1-electron
eigenfunctions:

f{unﬂﬂnl (Zl) Unglamo (EQ) = (ﬁl + ﬁQ) Uny1my (Z1> Unalams (KQ)

- (Em + ETL2) Uny1my (fl) Unglamo (KQ) = E, Unylima (tl) Unplamo (ZZ)

Thus the energy eigenvalues are given by

w [ Ze? 1
En = Enl + Eng where E’nZ = _ﬁ (47[-EO> 7712

The Ground State:

In this crude model the ground state energy is just
Eno1=Ep =1+ Ep,-1=2E, 1.

Setting Z = 2 in the Bohr formula thus yields for the ground state energy:
E; =8x(—13.6 V) =—-108.8 eV

to be compared with the experimentally measured value of —78.957 eV/.
The ground state spatial wavefunction has n; = no =1 and 1 = o =m1 = me =0 and
is thus

©100(71) w100(72)-

Each electron is in a 1s state; we say that the electronic configuration is (1s).

If we now worry about spin, we remember that the total wavefunction is a product of
a spatial wavefunction and a spin wavefunction of the correct symmetry. But the spatial
wavefunction is symmetric and can thus only be combined with a spin singlet spin function
to give an overall antisymmetric 2-electron wavefunction;

U (ground state) = w100(r;) u100(r2) X0,0-

Notice that, since ¢1 = ¢ = 0, the total orbital angular momentum quantum number of the
ground state configuration is £ = ¢; + ¢, = 0. Thus the ground state has zero orbital and
spin angular momentum, and hence zero total angular momentum.
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The First Excited States:

The first excited states correspond to one electron being excited to a 2s or 2p state, with
the other remaining in a 1s state. The electronic configurations are denoted by (1s)(2s) and
(1s)(2p) respectively. The (degenerate) energy eigenvalue can again be obtained from the
Bohr formula with Z = 2:

En—2=FEp -1+ Eny—2=FEy -2+ E;,—1 =5x —13.6 eV = —68.0 eV

In this case it is possible to construct spatial wavefunctions which are either symmetric or
antisymmetric. The overall antisymmetric combinations are then:

: 1
\IJsmglet(l, 2) = E{Uloo (1) U2em, (19) + U2em, (1) w100(72) } X0,0
: 1
\I,mplet(l’ 2) = E{Uloo (1) U2em, (T9) — U2em, (1) 100(T2) } X1,ms

16.5 Pauli exclusion principle

The results that we have just obtained for the independent particle approximation to the
helium atom illustrate a more general result, related to the Spin-Statistics Theorem and
known as the Pauli Fxclusion Principle which states

No two identical fermions can be in the same quantum state

For example,

e in the ground state, we see that although both electrons have n =1 and £ = my = 0 i.e.
both are in a 1s state, they are in a spin singlet state, which means that if one electron
is in the spin state a, the other must be in the state §: the two electrons cannot have
an identical set of quantum numbers; if both were in the spin state «, the 2-electron
spin state would be a triplet state, which is ruled out by the Spin-Statistics Theorem:;

e in any excited state, both electrons can be in the spin state «, corresponding to the
triplet state, but then the spatial wavefunction is forced to be antisymmetric, so that
the quantum numbers n, £, my, of the two electrons have to differ - otherwise the spatial
wavefunction would vanish identically!

No such restriction applies to identical bosons; any number of identical bosons can occupy
the same quantum state.

Note that the correlation between spin and statistics has been postulated in the nonrel-
ativistic context used inthis course. The spin-statistic theorem can actually be derived in a
relativistic formulation of quantum mechanics. It is a consequence of the principles of special
relativity, quantum mechanics, and the positivity of the energy.
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16.6 Summary

As usual, we summarize the main concepts introduced in this lecture.

Indistinguishable particles in quantum mechanics.

Symmetry of the wave function, example of the He atom.

Two-electron wave function, combining spin and spatial wave functions.

More on the He atom.

Pauli exclusion principle.
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17.1 Introduction

So far we have concentrated on systems for which we could find exactly the eigenvalues and
eigenfunctions of the Hamiltonian, like e.g. the harmonic oscillator, the quantum rotator, or
the hydrogen atom.

However the vast majority of systems in Nature cannot be solved exactly, and we need
to develop appropriate tools to deal with them.

Perturbation theory is extremely successful in dealing with those cases that can be mod-
elled as a “small deformation” of a system that we can solve exactly.

Let us translate the above statement into a precise mathematical framework. We are
going to consider systems that have an Hamiltonian:

H=Hy+€eV, (17.1)

where Hj is the Hamiltonian of the unperturbed system, € is a small parameter, and 1%
is the potential describing the perturbation. We shall assume that the perturbation V is
independent of time.

Let us also assume that we can solve the time-independent Schrodinger equation for Ho,
i.e. that we know its eigenvalues and eigenfunctions:

Hop™ () = B g™ (). (17.2)

For simplicity we start by considering the case where all the unperturbed levels E(™ are not
degenerate.

17.2 Perturbative solution

Let us discuss the solution of the time-independent Schrodinger equation for the full Hamil-
tonian H. The eigenvalue equation reads:

Hy(z) = E(x). (17.3)

Since € is a small parameter, we shall expand the solution of Eq. (17.3) as a Taylor series
in e

b(@) = po(x) + er(z) + Ea(x) + ..., (17.4)
E=Ey+¢eE +Ey+.... (17.5)

Plugging Eqs. (17.4) and (17.5) into Eq. (17.3), we obtain:
(ﬁg + (—:V) (¢o(x)+6¢1 (z) + 2o () + .. ) =
(Eo t B + 2By + .. ) (%@:) + e () + eXa(a) + .. ) . (17.6)

We can now solve Eq. (17.6) order by order in e.
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Order ¢ At order €® we find:
(Ho — Eg)tho =0, (17.7)

and therefore 1)y has to be one of the unperturbed eigenfunctions ¥ and Ey must be the
corresponding unperturbed eigenvalue E(™)_ Since we assumed that the unperturbed levels
are nondegenerate the choice of /(™ is unique.

Order ¢! At order € we have:
(Ho — Eo)¢1 + (V — E1)tpo = 0. (17.8)
Taking the scalar product of Eq. (17.8) with g yields:

(o Holvb1) + (vo|V[oo) = Eo(wo|t1) + Er(¥olto) - (17.9)

Since Hy is Hermitean, the first term on the LHS of Eq. (17.9) cancels with the first term on
the RHS, and we are left with:

Ey = M. (17.10)

(oltho)

To first order in the perturbation parameter €, the shift of the n-th energy eigenvalue is given
by Eq. (17.10). Hence the eigenvalue of the Hamiltonian is:

WMV ™)

2
POITO) +0O(?) . (17.11)

E=E"™ 4

This is a very useful result, since it allows us to compute the perturbed energy levels starting
from the unperturbed ones.
Let us now consider the scalar product of Eq. (17.8) with ¢)(™), for (™) £ 4)y:

(@™ Holghr) + (™ |V]gho) = Bo( ™ 4hn) + Er (™ o) . (17.12)
Using the fact that:
(@™ o) =0, (17.13)
we obtain: -
(m) .y — Vo)
WD) = 5 (17.14)

Hence at first order in € we have:

() 7]
V@) =) e ) <z(m : gp(m)>

m#n

M (2) + O(?) (17.15)
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Using Dirac’s notation, we can rewrite the solution above as:

(m) 7 [ (n)
) = ™) + e W!w(m>> +0(). (17.16)
m#n

Note that to first order in € the solution in Eq. (17.16) is already normalized:

!VW )

(Wly) = ™™ +ez[ L) +ec] + 0 (17.47)

m#n

=1+0(). (17.18)

Example A particle moves in the 1-dimensional potential
Viz) =00, |z|>a, V(x)=Vycos(rz/2a), |z|<a

Calculate the ground-state energy to first order in perturbation theory.
Here we take the unperturbed Hamiltonian, Hy, to be that of the infinite square well, for
which we already know the eigenvalues and eigenfunctions:

2h%n? 1 cos | nmx odd

KGR € T,

8ma? ’ Va | sin [ 2a’ even

The perturbation H' is Vg cos(mz/2a), which is small provided Vy < E® — EM.
To first order, then,

EM —

AE = E; = Hy; —/ uM A do = VO/ cos® 22 dz
oo a J_, 2a

Evaluating the integral is straightforward and yields the result

AE = _gg51
3w

Iterative solution At order e’ the eigenvalue equation yields:

L
(Ho = Eo)¥r + (V= E1)dr1— ) Extr-x =0, (17.19)
K=2

Taking the same scalar products described above, we find:

Ep = (o|V]vr_1), (17.20)
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which yields the correction of order € to the unperturbed energy level.
Following the computation above we also obtain:

)y = IV IYr) L
W) = "6~ pom _E<n)_E(m)g::1EK<¢( r-x) - (17.21)

Using Eq. (17.21) for L = 2 we find the second-order correction to the n-th energy level:

(V] ) V™)

Ey = (yo|V]gn) = Z E® — pm)

m#n

(17.22)

17.3 Degenerate levels

Equation (17.15) shows that the correction to the energy eigenfunctions at first order in
perturbation theory is small only if

(V™)
—f ~]
E®) — p(m)
If the energy splitting between the unperturbed levels is small compared to the matrix element
in the numerator, then the perturbation becomes large, and the approximation breaks down.
In particular, if there are degenerate levels, the denominator is singular, and the solution is
not applicable.
Let us see how we can deal with a go-fold degenerate level of the unperturbed Hamiltonian.
We shall denote P the projector onto such level, and @ the projector orthogonal to this level.
The first-order equation:

(17.23)

(Ho — Eo)¢r + (V — E1)tho =0 (17.24)
can be projected using P onto the space spun by the degenerate states:
P(V — E1)tho =0. (17.25)

Choosing a basis for the space of degenerate levels, we can write g as:

g0

Yo=Y cidi, (17.26)
i=1
and then rewrite Eq. (17.25): )
(9ilV]gj)c; = Erci, (17.27)
i.e. By is an eigenvalue of the matrix Vi; = (¢|V|¢;). This equation has gy roots (not

necessarily distinct), and generalizes Eq. (17.10) to the case of degenerate levels. If the
eigenvalues are indeed all distinct, then the degeneracy is completed lifted. If some of the
eigenvalues are equal, the degeneracy is only partially lifted.
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Example A well-known example of degenerate perturbation theory is the Stark effect, i.e.
the separation of levels in the H atom due to the presence of an electric field. Let us consider
the n = 2 level, which has a 4-fold degeneracy:

12s), 2p, 0), [2p, +1), 2p, —1) . (17.28)
The electric field is chosen in the z-direction, hence the perturbation can be written as:
V= —ezt, (17.29)

where £ is the magnitude of the electric field.

We need to compute the matrix V;; in the subspace of the unperturbed states of the H
atom with n = 2. This is a 4 x 4 Hermitean matrix.

Note that the perturbation V is odd under parity, and therefore it has non-vanishing
matrix elements only between states of opposite parity. Since the eigenstates of the H atom
are eigenstates of L? and L., we find that only the matrix elements between s and p states
can be different from zero.

Moreover, V commutes with L, and therefore only matrix elements between states with
the same value of L, are different from zero.

So we have proved that the only non-vanishing matrix elements are (2s|V|2p,0) and its
Hermitean conjugate. Hence the matrix V is given by:

0 3e€ag 0 O

3efag 0 00
0 0 0o ol (17.30)
0 0 00

where ag is the Bohr radius. We see that the external field only removes the degeneracy
between the |2s), and the |2p, 0) states; the states |2p, £1) are left unchanged.
The two other levels are split:

E = E2 + 36&05 . (1731)

17.4 Applications

There are numerous applications of perturbation theory, which has proven to be a very
effective tool to gain quantitative information on the dynamics of a system whenever a small
expansion parameter can be identified.

Here we discuss briefly two examples.
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17.4.1 Ground state of Helium

We can now attempt to incorporate the effect of the inter-electron Coulomb repulsion by
treating it as a perturbation. We write the Hamiltonian as

H=Hy+ H'

where

e2

ﬁozﬁl—l-ﬁg and ﬁlzi
dmeo|ry — 15

The ground state wavefunction that we wrote down earlier is an eigenfunction of the
unperturbed Hamiltonian, Hy;

VU (ground state) = u100(r1) ©100(rs) X0,0-

To compute the first order correction to the ground state energy, we have to evaluate the
expectation value of the perturbation, H’, with respect to this wavefunction;

2
e 1
AE; = Tre /UTOO(T‘I)UTO()(TQ) X0.0 Euloo(tl) u100(r2) X0,0 dT1d72
The scalar product of xo with its conjugate = 1, since it is normalised. Putting in the
explicit form of the hydrogenic wavefunction from Lecture 10

wi00(r) = (Z/a0)3/2 exp(—Zr/ag)

-

thus yields the expression

12

AE, = ¢ ( ) — exp{ 2Z(r1 +r2)/ao} dridm
47T€0 7m0

Amazingly, this integral can be evaluated analytically. See, for example, Bransden and
Joachain, Introduction to Quantum Mechanics, pp 465-466. The result is

AElngRy:gRy:?AeV

giving for the first-order estimate of the ground state energy
E1=-1088+34 ¢V = —-748 eV = —5.5 Ry

to be compared with the experimentally-measured value of —78.957 eV/.
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17.4.2 Spin-orbit effects in hydrogenic atoms

Classically, an electron of mass M and charge —e moving in an orbit with angular momentum
L would have a magnetic moment

e
=——1L
E="om*
suggesting that in the quantum case,
“ e S R e ~
p=—op L and =gy b
The eigenvalues of i, are thus given by
eh _
M my = — KB My,

where the quantity pp is known as the Bohr magneton.
Similarly, there is a magnetic moment associated with the intrinsic spin of the electron;

N gs€ S

/112*_2M z

where the constant, g, cannot be determined from classical arguments, but is predicted to
be 2 by relativistic quantum theory and is found experimentally to be very close to 2.

The interaction between the orbital and spin magnetic moments of the electron introduces
an extra term into the Hamiltonian of the form

Hs_o=f(r)L-S

where

1 dvV(r)
r)= —]———
/) 2M?2c2r  dr
We can attempt to treat this extra term by the methods of perturbation theory, by taking
the unperturbed Hamiltonian to be

_ @2 Ze?
2M  Arwepr

H() = ;—FV(T‘)

Cautionary Note In our derivation of the first-order formula for the shift in energy in-
duced by a perturbation, we assumed that there were no degeneracies in the energy eigenvalue
spectrum and noted that the method could break down in the presence of degeneracies.

e In general, when considering the effects of a perturbation on a degenerate level, it is
necessary to use degenerate state perturbation theory, which we briefly discussed above.
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e There are, however, important exceptions to this rule. In particular, if the perturbation
H’, is diagonal with respect to the degenerate states, the non-degenerate theory can be
used to compute the energy shifts.

In the case of the spin-orbit interaction in the hydrogenic atom, we know that the de-
generacy of a level with given n and ¢ is (2£ 4 1) x 2, since, for a given ¢, there are (2¢ + 1)
possible values of m, and 2 possible values of mg.

However, if we choose to work with states of the coupled basis |n, j, m;, £, s), rather than
with the states of the uncoupled basis |n, ¢, my, s, ms), we can use non-degenerate theory.
Firstly, we note that we can rewrite the spin-orbit term as follows:

Hs o= f(r)L-8=_f0){J* - I? - )

using the fact that J2 = (L +8)2 = L2+ 82+ 2L S.
Noting that

{j2 - i’2 - 512}|n7j’mja€a S> = {j(] + 1) - é(€+ 1) - S(S+ 1)}h2|n7jvmja‘€a 5>

we see that the expectation value of H' in the unperturbed basis is

<n7j7mj7£7S|IA{S—O|n7j7mja€7 8) = %{](] + 1) - f(f + 1) - 8(8 + 1)}h2<f(7")>

Since f(r) is independent of the angular variables 0, ¢ and of the spin, the expectation value
of f(r) may be written

2 )
U0 = ez |l Rusr) P ar
The integral can be evaluated exactly using the hydrogenic radial functions and gives:
1 z3 1
(3t = a3+ +1)

3
Now s = % for an electron, so that j can have two values for a given ¢, namely, j = ({+ %)

and j = ({— %), except in the case £ = 0, which means that a state of given n and ¢ separates
into a doublet when the spin-orbit interaction is present.

Term Notation There is yet another piece of notation used widely in the literature, the
so-called term motation. The states that arise in coupling orbital angular momentum ¢ and
spin s to give total angular momentum j are denoted:

(25+1) 1,

where L denotes the letter corresponding to the ¢ value in the usual way, and the factor
(25 4 1) is the spin multiplicity i.e. the number of allowed values of m.
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17.5 Summary

As usual, we summarize the main concepts introduced in this lecture.

e Perturbations of a system.
e Solution by perturbative expansion.
e Shifted energy levels and wave functions.

e Examples




